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Abstract. We prove that in the absence of topological changes, the notion
of BV solutions to planar multiphase mean curvature flow does not allow for

a mechanism for (unphysical) non-uniqueness. Our approach is based on the

local structure of the energy landscape near a classical evolution by mean
curvature. Mean curvature flow being the gradient flow of the surface energy

functional, we develop a gradient-flow analogue of the notion of calibrations.

Just like the existence of a calibration guarantees that one has reached a global
minimum in the energy landscape, the existence of a “gradient flow calibration”

ensures that the route of steepest descent in the energy landscape is unique

and stable.
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1. Introduction

In evolution problems for interfaces, the occurrence of topology changes and
the associated geometric singularities generally limits the applicability of classical
solution concepts to a finite time horizon, depending on the initial data. The evo-
lution beyond topology changes can only be described in the framework of suitably
weakened solution concepts. However, weak concepts may in general suffer from
an (unphysical) loss of uniqueness of solutions: For example, in the framework of
Brakke solutions [6] to mean curvature flow (MCF), the interface may suddenly
disappear at any time (see Figure 2 for an illustration). In particular, Brakke so-
lutions fail to be unique, even prior to the onset of geometric singularities in the
classical solution. With the exception of evolution equations subject to a compar-
ison principle such as two-phase mean curvature flow [16, 25], only few positive
results on uniqueness of weak solutions for interface evolution problems are known.

In the present work, we establish a weak-strong uniqueness principle for distri-
butional solutions (in the framework of finite perimeter sets, a solution concept also
known as “BV solutions”) to planar multiphase mean curvature flow: As long as
a strong solution to planar multiphase mean curvature flow – in the sense of an
evolution of smooth curves meeting at triple junctions at an angle of 120◦ – exists,
any distributional solution starting from the same initial conditions must coincide
with it. Note that for regular initial data, strong solutions are known to exist until
a topology change in the network of evolving curves occurs, see for instance [41].
In particular, our result establishes uniqueness of distributional solutions to planar
multiphase mean curvature flow in the absence of topology changes.

Our weak-strong uniqueness principles also apply to a notion of varifold solutions
introduced by Kim, Stuvard, and Tonegawa [34, 51]. We emphasize that beyond
certain topology changes even a mathematically ideal solution concept should not
be expected to prevent failure of uniqueness, as inherent instabilities may lead to
different evolutions of the system (see Figure 3). Thus, together with the works by
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Figure 1. A partition of a planar domain by a network of smooth
curves meeting at triple junctions at angles of 120◦, corresponding
to the typical situation in multiphase mean curvature flow with
equal surface energies.

Tonegawa et al. [34, 51] on global existence of solutions, our present work shows
that this concept of varifold solutions gives rise to a mathematically sound theory
of solutions for multiphase mean curvature flow.

The key insight in our present work is the observation that in analogy to the
notion of calibrations for minimizers of the surface energy functional, one may
develop a notion of calibrations for its gradient flow. Just like classical calibrations
carry information on the global structure of the energy landscape – namely, a global
lower bound for the energy – , “gradient flow calibrations” contain information
on the local structure of the energy landscape near a partition evolving by mean
curvature: The existence of a gradient flow calibration implies that the path of
steepest descent in the energy landscape of the surface energy functional is unique
and stable with respect to perturbations of the initial condition.1

We implement this strategy in general ambient dimension d ≥ 2 by proving that
the existence of a gradient flow calibration implies an inclusion principle for BV
solutions to multiphase mean curvature flow: The existence of a calibration for an
evolving partition ensures that the interface of any BV solution must be contained
in the corresponding interface of the calibrated partition. This reduces the proof of
the desired weak-strong uniqueness principle to the construction of a gradient flow
calibration, given a strong solution to multiphase mean curvature flow. We provide
this explicit construction in the planar case d = 2. However, we would like to
emphasize that conceptually the approach carries over to multiple dimensions. In
particular, with the techniques used in the present paper it is for example possible to
calibrate the smooth evolution of a double bubble; the adaptation of our arguments
is elaborated on in the follow-up work [30]. However, as soon as quadruple junctions
(typically occurring in three spatial dimensions) are present in the initial data, an
additional construction is needed; nevertheless, we expect the principles of our
present construction to guide the construction also in this situation.

1.1. Multiphase mean curvature flow. Mathematically, mean curvature flow is
one of the most studied geometric evolution equations. Being the gradient flow of

1While in the present work “path of steepest descent” is to be understood as “BV solution to
multiphase mean curvature flow”, we will give a rigorous statement of this notion at the level of

the energy functional in a future work.
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Figure 2. Top: An initially circular interface evolving by mean
curvature flow. In finite time the interface shrinks to a point and
disappears, giving rise to a geometric singularity and a topology
change. Bottom: In Brakke solutions to mean curvature flow, the
interface may suddenly disappear at any time, leading to a drastic
failure of uniqueness of solutions.

the area functional with respect to the L2(St) distance, it constitutes the perhaps
most natural area-reducing flow for submanifolds. Its multiphase variant may be
seen as the simplest case of mean curvature flow for a non-smooth surface, allowing
for “branching” of the surface (see e. g. Figure 1).

Multiphase mean curvature flow also is an important phenomenological model
for the motion of grain boundaries in polycrystals (“grains” being the domains in
a polycrystal with a single crystallographic orientation): Their evolution may be
approximated as the gradient flow of the surface energy between the different grains,
see for instance the seminal work of Mullins [44]. While in principle the motion
of grain boundaries is governed by anisotropic mean curvature flow or even more
complex evolution equations [27, 15], isotropic multiphase mean curvature flow may
be viewed as an important model case for these equations. For recent developments
in anisotropic and crystalline curvature flows, we refer to Caselles and Chambolle
[11] and Chambolle, Morini, and Ponsiglione [14].

The existence theory for solutions to multiphase mean curvature flow is quite
well-developed: Classical solutions to planar multiphase mean curvature flow are
known to exist (and to be unique) for short times, see Bronsard and Reitich [7].
For initial configurations close to an equilibrium state, classical solutions exist even
globally in time, see Kinderlehrer and Liu [35]. In the higher-dimensional case,
Depner, Garcke, and Kohsaka [21] have shown the local-in-time existence of clas-
sical solutions for the evolution of a double bubble. In principle, Brakke’s concept
of varifold solutions [6] is applicable to multiphase mean curvature flow. However,
it suffers from the well-known shortcoming of exhibiting a drastic and unphysi-
cal failure of uniqueness of solutions [6] as mentioned above; see Figure 2 for an
illustration.

The existence of classical solutions to planar multiphase mean curvature flow up
to finitely many singular times – a solution concept that we will refer to as “clas-
sical solutions with restarting” – has been established by Manteganzza, Novaga,
Pluda, and Schulze [41] under the assumption that certain types of singularities
do not accumulate, extending earlier results by Ilmanen, Neves, and Schulze [33]
and Mantegazza, Novaga, and Tortorelli [42]. However, it is not evident how to
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Solution concept Topology changes Uniqueness prior to Existence
topology changes theory

classical solutions not possible yes [7] yes (local) [7]

Brakke solutions possible fails [6] yes [6]

classical solutions with possible yes [41] cond.2[41]
restarting (2D only)

Kim-Stuvard- possible yes (Theorem 19)3 yes [34, 51]
Tonegawa solutions

BV solutions possible yes (Theorem 1) cond.4[36, 38]

Table 1. An overview of solutions concepts for multiphase mean
curvature flow.

generalize this notion of solutions to the higher-dimensional case, as it relies on the
classification of potential singularities.

In [36, 37], a conditional convergence result for an efficient numerical scheme for
multiphase mean curvature flow – the thresholding scheme of Merriman, Bence,
and Osher [43] – towards BV solutions of multiphase mean curvature flow has been
shown by Otto and the third author, thereby also establishing a conditional ex-
istence result for BV solutions. In [38], a conditional convergence result for the
Allen-Cahn approximation for multiphase mean curvature flow towards BV so-
lutions has been derived by the third and the fourth author. Both results em-
ploy an assumption of convergence of the interface area, analogous to the one
in Luckhaus-Sturzenhecker [40] for the implicit time discretization developed by
Luckhaus-Sturzenhecker and Almgren-Taylor-Wang [2].

Kim and Tonegawa [34], and Stuvard and Tonegawa [51] have recently introduced
a notion of varifold solutions that combines the concept of Brakke solutions with an
evolution equation for the different phases. They prove global existence of solutions
in arbitrary ambient dimension, only requiring the initial partition to have finite
perimeter. By imposing an evolution equation for the phases, their solution concept
prevents the sudden unphysical vanishing of the interface that is possible in the
framework of Brakke solutions. As their notion of solutions may be viewed as
the natural generalization of the concept of BV solutions to varifolds, one might
expect similar uniqueness properties as in the case of BV solutions. Indeed, we shall
also establish a weak-strong uniqueness principle for these varifold-BV solutions.
Finally, we mention that our weak-strong uniqueness principle can be extended to
another notion of varifold solutions satisfying a global energy-dissipation inequality
in the sense of De Giorgi, see [29].

1.2. The uniqueness properties of multiphase mean curvature flow. The
uniqueness properties of weak solution concepts for multiphase mean curvature
flow have remained essentially unexplored. For two-phase mean curvature flow,
a combination of the level-set formulation by Osher and Sethian [46] and Ohta,

2Global existence under the assumption that a certain type of singularities does not accumulate.
3Provided that one starts with a multiplicity one interface.
4Global existence under an assumption as in Almgren-Taylor-Wang / Luckhaus-Sturzenhecker.
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Figure 3. An example of a nonunique evolution of multiphase
mean curvature flow, starting from an initial interface consisting
only of smooth curves meeting at an angle of 120◦.

Jasnow, and Kawasaki [45], and the concept of viscosity solutions by Crandall
and Lions [19] facilitates an existence and uniqueness theory for a weak notion
of solutions, as shown by Chen, Giga, and Goto [16] and Evans and Spruck [25].
While these viscosity solutions to two-phase mean curvature flow are unique, a given
level set may “fatten” [5], thereby failing to describe an interface and indicating
the emergence of a non-unique evolution of the surface. Nevertheless, fattening is
known to not occur prior to the first topology change, provided that one starts
with a smooth initial surface. Unfortunately, the absence of a comparison principle
for multiphase mean curvature flow a priori prevents the applicability of these
techniques in the multiphase case.

The example in Figure 3 shows that after topology changes, the uniqueness of
BV solutions to planar multiphase mean curvature flow may fail. Note that in
contrast to the sudden vanishing of the interface in Brakke solutions, this is a case
of physical non-uniqueness: The failure of uniqueness is caused by a physically
unstable situation – the symmetric configuration of four perfect squares – , starting
from which infinitesimal perturbations may select either of the two evolutions. This
example also shows that a principle of maximal dissipation of energy may fail to
single out a unique evolution.

Our main result – a uniqueness theorem for BV solutions to planar multiphase
mean curvature flow prior to the first topology change, along with a corresponding
result for Kim-Stuvard-Tonegawa varifold-BV solutions – is therefore not only the
first positive result concerning uniqueness for a weak solution concept to multiphase
mean curvature flow, but also optimal for general initial data. Nevertheless, let us
mention that it has been suggested by Ilmanen (see e. g. [41]) that the uniqueness
properties may be better if one restricts one’s attention to generic initial data: For
initial data given by a small random perturbation of a fixed multiphase interface,
the evolution by mean curvature in the plane is expected to be unique and stable
with respect to perturbations for almost every perturbation. The argument in favor
of this proposed phenomenon is based on a numerical study classifying the “sta-
ble” and therefore “generically occurring” singularities in planar mean curvature
flow [28]. In two-phase mean curvature flow, evidence in favor of “generic” well-
posedness is abundant: For instance, an infinitesimal amount of stochastic noise
has been shown to yield selection principles for the evolution, see Dirr, Luckhaus,
and Novaga [23] and Souganidis and Yip [50]. Furthermore, in the framework of
viscosity solutions it is immediate that fattening of level sets must be absent in
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almost all levels. Finally, a classification of generic singularities has been achieved
by Colding and Minicozzi [17, 18].

1.3. Classical calibrations and gradient flow calibrations. The key idea for
our weak-strong uniqueness result is a gradient-flow analogue of the notion of cali-
brations. The classical concept of calibrations is an important tool to deduce lower
bounds on the interface energy functional for fixed boundary conditions. Recall
that a classical calibration for a candidate minimizer (χ̄1, . . . , χ̄P ) of the interface
energy functional (for given boundary conditions and with equal surface tensions) is
a collection of vector fields ξi, 1 ≤ i ≤ N , subject to the following three properties:

• It holds that |ξi − ξj | ≤ 1 for all i and j.
• The vector fields are solenoidal, i. e., ∇ · ξi = 0 for all i.
• On the interface ∂{χ̄i = 1} ∩ ∂{χ̄j = 1} between the phases i and j, i 6= j,

the vector field ξi,j := ξi − ξj coincides with the outer unit normal vector
field of ∂{χ̄i = 1}.

The existence of a calibration allows to infer that the partition (χ̄1, . . . , χ̄P ) indeed
minimizes the interface energy functional among all possible Caccioppoli partitions,
see [4, Definition 4.16], of the underlying setD ⊂ Rd, d ≥ 2, with the same boundary
conditions: For any competitor partition (χ1, . . . , χP ), one may compute using the
first two defining conditions of a calibration (with the abbreviation for the interfaces
Ii,j := ∂∗{χi = 1} ∩ ∂∗{χj = 1})

E[χ] =
1

2

P∑
i,j=1,i6=j

ˆ
Ii,j

1 dHd−1 ≥ 1

2

P∑
i,j=1,i6=j

ˆ
Ii,j

(ξj − ξi) ·
∇χi
|∇χi|

d|∇χi|

= −
P∑

i,j=1,i6=j

ˆ
Ii,j

ξi ·
∇χi
|∇χi|

d|∇χi| = −
P∑
i=1

ˆ
D

ξi ·
∇χi
|∇χi|

d|∇χi|

= −
P∑
i=1

ˆ
∂D

χin∂D · ξi dHd−1.

The third defining condition for a calibration shows that in the previous computa-
tion, equality is in fact achieved for (χ̄1, . . . , χ̄P ). This proves E[χ] ≥ E[χ̄] for all
partitions χ with the same boundary conditions χ = χ̄ on ∂D.

We recall that a notion of calibrations is also available for free discontinuity
problems [1], having important implications for the numerical computation of min-
imizers [13]. For further applications of the concept of calibrations to anisotropic
or nonlocal perimeters or the Steiner problem, we refer to [3, 12] as well as [8, 47]
and [10].

In the present work, we introduce a gradient-flow analogue of the notion of
calibrations. As shown above, the existence of a (classical) calibration ensures
that a certain configuration is a global minimizer of the energy functional. In a
similar spirit, the existence of a gradient-flow calibration ensures that the path of
steepest descent in the energy landscape of the surface energy functional is unique,
and moreover that this path is stable with respect to perturbations in the initial
condition. In the case of equal surface tensions, a gradient flow calibration for a
given classical solution χ̄ = (χ̄1, . . . , χ̄P ) to multiphase mean curvature flow on Rd
consists of the following objects:
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• A vector field ξi,j for each pair of phases 1 ≤ i, j ≤ P , i 6= j. Denoting
by Īi,j the interface between the phases i and j in the strong solution χ̄
and by n̄i,j its unit normal vector field pointing from phase i to phase j,
we require ξi,j to be an extension of n̄i,j subject to the coercivity condition

|ξi,j | ≤ 1− cmin{dist2(·, Īi,j), 1}(1a)

for some c ∈ (0, 1).
• The extended normal vector fields ξi,j must have the structure ξi,j = ξi−ξj

for some vector fields ξi, 1 ≤ i ≤ P . (This structure is reminiscent of the
corresponding condition for classical calibrations and in fact serves a similar
purpose, see the explanation preceding (3) below.)
• A single velocity field B, which approximately transports all extended nor-

mal vector fields ξi,j in the sense

∂tξi,j + (B · ∇)ξi,j + (∇B)Tξi,j = O(dist(·, Īi,j)).(1b)

Furthermore, the length of the extended normal vector fields is transported
to higher accuracy in the sense

∂t|ξi,j |2 + (B · ∇)|ξi,j |2 = O(dist2(·, Īi,j)).(1c)

• Near the interfaces Īi,j of the strong solution, the normal velocity ξi,j · B
is given by the mean curvature of Īi,j in the sense

ξi,j ·B = −∇ · ξi,j +O(dist(·, Īi,j)).(1d)

Note that on the interface Īi,j , the expression −∇ · ξi,j is exactly equal to
its mean curvature.

If a gradient flow calibration exists, we may introduce a measure for the difference
between any BV solution χ = (χ1, . . . , χP ) to multiphase mean curvature flow and
the strong solution χ̄ by defining

E[χ|ξ] :=
1

2

P∑
i,j=1,i6=j

ˆ
Ii,j

1− ξi,j · ni,j dHd−1,(2)

with Ii,j := ∂∗{χi = 1} ∩ ∂∗{χj = 1} denoting the interface between phases i
and j and with ni,j being its normal pointing from phase i to phase j. Note that
the condition (1a) then precisely ensures that E[χ|ξ] is a suitable notion of error
between the BV solution χ and the strong solution χ̄: In addition to providing a
tilt-excess-like control of the error, it also provides an estimate on the distance of
the interfaces.

On the other hand, the calibration structure ξi,j = ξi− ξj ensures that the error
functional (2) may be rewritten as an expression involving only two contributions:
First, the total interface energy of the BV solution E[χ] and, second, a linear
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Calibrations Gradient flow calibrations

Existence implies global minimality Existence implies uniqueness of
of surface energy among all partitions BV solutions to gradient flow

Shortness condition Coercivity condition

|ξi,j | ≤ 1 |ξi,j | ≤ 1− cmin{dist2(·, Īi,j), 1}

Stationary situation Advection equation
(∂tξi,j ≡ 0, B ≡ 0) ∂tξi,j + (B · ∇)ξi,j + (∇B)Tξi,j

= O(dist(·, Īi,j))
Vector fields solenoidal Motion by mean curvature
∇ · ξi = 0 ξi,j ·B = −∇ · ξi,j +O(dist(·, Īi,j))

Table 2. A comparison of the concept of calibrations for minimal
partitions with the new concept of gradient flow calibrations.

functional of the characteristic functions χi of the phases. Indeed, we may compute

E[χ|ξ] =
1

2

P∑
i,j=1,i6=j

ˆ
Ii,j

1− ξi,j · ni,j dHd−1(3)

= E[χ]− 1

2

P∑
i,j=1,i6=j

ˆ
Ii,j

(ξi − ξj) · ni,j dHd−1

= E[χ]−
P∑

i,j=1,i6=j

ˆ
Ii,j

ξi · ni,j dHd−1

= E[χ] +

P∑
i=1

ˆ
Rd

ξi · d∇χi

= E[χ]−
P∑
i=1

ˆ
Rd

χi∇ · ξi dx.

This enables us to estimate the time evolution of the error functional E[χ|ξ] us-
ing only two ingredients, namely, first, the sharp energy dissipation estimate (17d)
for the interface energy E[χ] for BV solutions, and, second, the evolution equa-
tion (17b) for the phase indicator functions χi from the BV formulation of mean
curvature flow. The equations (1b)–(1d) are crucial for deriving a Gronwall-type
estimate for E[χ|ξ] in subsequent rearrangements. We remark that this approach
may be regarded as an instance of the relative entropy method introduced indepen-
dently by Dafermos [20] and Di Perna [22].

Note that locally at a two-phase interface or a triple junction of the strong
solution, for any fixed time t the blowups of our vector fields ξi(·, t) turn out to
precisely be calibrations of the planar interface or the triple junction, respectively.
However, on a global (not blown-up) scale, the vector fields ξi may be thought of as
deformed variants of classical calibrations which follow the (smooth but typically
curved) interface of the strong solution. We refer to Figure 8 and Figure 10c for the
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Figure 4. An illustration of the energy landscape interpreta-
tion of our construction: The gradient flow calibration provides
a smooth lower bound for the rough energy landscape of the inter-
face energy functional E[χ], correctly capturing the energy and its
subgradient at the current configuration.

illustration of a vector field ξi,j = ξi − ξj at a two-phase interface and at a triple
junction, respectively.

Let us finally comment on the energy landscape interpretation of our approach,
as illustrated in Figure 4. Let χ̄(t) be a classical solution to the gradient flow of the
interface energy functional, i.e., a classical solution to multiphase mean curvature
flow. For each point in time, the “calibration for the gradient flow” gives a smooth
lower bound

Ft :=
1

2

P∑
i,j=1,i6=j

ˆ
Ii,j

ξi,j · ni,j dHd−1 (3)
=

P∑
i=1

ˆ
Rd

χi∇ · ξi dx

(illustrated as the blue wireframe plot in Figure 4) for the rough landscape of
the interface energy functional E[χ] (illustrated as the colored surface plot in Fig-
ure 4). This lower bound is sharp for the network described by χ̄(t) in the sense
Ft[χ̄(t)] = E[χ̄(t)], and it describes the local direction and speed of steepest descent
of the energy functional E[χ] at χ̄(t) correctly in the sense DFt[χ̄(t)] ∈ DE[χ̄(t)]
(where heuristically DE denotes the subdifferential of E). Moreover, for each χ
the difference E[χ] − Ft[χ] = E[χ|ξ] provides an estimate for the error between
the smooth solution χ̄(t) and the configuration χ, as measured in a tilt-excess-like
quantity.
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2. Main results

2.1. Weak-strong uniqueness principle. In the following, we present our weak-
strong uniqueness principle for BV solutions of multiphase mean curvature flow in
the plane. In addition, we provide a quantitative stability estimate, i. e., as long
as a strong solution exists, any solution to the BV formulation of multiphase mean
curvature flow with slightly perturbed initial data remains close to it. Our results
are valid under minimal assumptions on the surface tensions, see Definition 9; in
particular, the choice of equal surface tensions σi,j = 1 for any pair i 6= j is
admissible.

Theorem 1 (Weak-strong uniqueness and quantitative stability). Let d = 2 and
P ∈ N, P ≥ 2. Let σi,j > 0, 1 ≤ i, j ≤ P , be an admissible set of surface tensions
in the sense of Definition 9. Let χ = (χ1, . . . , χP ) be a BV solution of multiphase
mean curvature flow in the sense of Definition 13 on some time interval [0, TBV).
Let χ̄ = (χ̄1, . . . , χ̄P ) be a strong solution of multiphase mean curvature flow on Rd
in the sense of Definition 16 on some time interval [0, Tstrong) with Tstrong ≤ TBV.

Then, the BV solution χ must coincide with the strong solution χ̄ for almost all
0 ≤ t < Tstrong, provided that it starts from the same initial data.

Furthermore, the evolution by mean curvature is stable with respect to pertur-
bations in the initial data in the following sense: Denote by ξi,j the gradient flow
calibration for the classical solution χ̄ as constructed in Theorem 6 and define

E[χ|ξ](t) :=

P∑
i,j=1,i6=j

σi,j

ˆ
Ii,j(t)

1− ξi,j(·, t) · ni,j(·, t) dHd−1.

Then for every T ∈ (0, Tstrong) the stability estimates

E[χ|ξ](t) ≤ eCtE[χ|ξ](0),

Evolume[χ|χ̄](t) ≤ eCt
(
Evolume[χ|χ̄](0) + E[χ|ξ](0)

)
hold true for almost every t ∈ [0, T ], where the bulk error functional Evolume[χ|χ̄]
is defined in (8) and where the constant C > 0 only depends on χ̄ and T through
certain higher derivatives of functions associated to χ̄.

Proof. Given the assumptions of our theorem, Theorem 6 ensures the existence of a
gradient flow calibration, while Lemma 8 yields the existence of a family of transport
weights. Thus, the conditional weak-strong uniqueness principles of Theorem 3 and
Proposition 5 are applicable and provide our assertion. �

2.2. Calibrations and inclusion principle. The key ingredient for our unique-
ness result prior to topology changes is the following gradient flow analogue of
the notion of calibrations for minimal partitions. Our main result, Theorem 1, is
then an immediate consequence of two implications: First, the existence of a gradi-
ent flow calibration guarantees uniqueness of the BV solution (see Theorem 3 and
Proposition 5) in arbitrary ambient dimension d ≥ 2; second, classical solutions to
planar multiphase mean curvature flow are calibrated in the sense that a gradient
flow calibration exists (see Theorem 6 and Lemma 8).

Definition 2 (Calibrations for the gradient flow and calibrated flows). Let d ≥ 2,
P ≥ 2 be integers and let σ ∈ RP×P be an admissible matrix of surface ten-
sions in the sense of Definition 9. Let T > 0, and for all i ∈ {1, . . . , P} let
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Ω̄i :=
⋃
t∈[0,T ] Ω̄i(t)×{t} such that for all t ∈ [0, T ] the family (Ω̄1(t), . . . , Ω̄P (t)) is

a partition of finite surface energy of Rd in the sense of Definition 12. For each
i, j ∈ {1, . . . , P} with i 6= j and all t ∈ [0, T ], let Īi,j(t) := ∂∗Ω̄i(t) ∩ ∂∗Ω̄j(t) be the
interface between the phases i and j at time t.

A pair (ξ = (ξi)i∈{1,...,P}, B) consisting of vector fields

ξi ∈ C1([0, T ];C0
cpt(Rd;Rd)) ∩ C0([0, T ];C1

cpt(Rd;Rd)), i ∈ {1, . . . , P},

B ∈ C0([0, T ];C1
cpt(Rd;Rd))

is called a calibration for the gradient flow for the calibrated flow (Ω̄1, . . . , Ω̄P )
on [0, T ] if the following conditions are satisfied:

• For each pair of phases i, j ∈ {1, . . . , P} and all t ∈ [0, T ], the vector field

ξi,j(·, t) :=
1

σi,j
(ξi − ξj)(·, t)(4a)

coincides on Īi,j(t) with the associated unit normal vector field n̄i,j(·, t)
(with the convention that n̄i,j(·, t) points from phase i into phase j), and it
satisfies an estimate of the form

|ξi,j(x, t)| ≤ 1− cmin{dist2(x, Īi,j(t)), 1}(4b)

for some c ∈ (0, 1) and all (x, t) ∈ Rd × [0, T ].
• The evolution of the vector fields ξi,j is approximately transported by the

velocity field B in the sense∣∣∂tξi,j + (B · ∇)ξi,j + (∇B)Tξi,j
∣∣(x, t) ≤ C( dist(x, Īi,j(t)) ∧ 1

)
(4c)

and ∣∣∂t|ξi,j |2 + (B · ∇)|ξi,j |2
∣∣(x, t) ≤ C(dist2(x, Īi,j(t)) ∧ 1

)
(4d)

for some C > 0 and all (x, t) ∈ Rd × [0, T ].
• For each t ∈ [0, T ], the normal component of the velocity field B(·, t) near

the interface Īi,j(t) is approximately given by the mean curvature of Īi,j(t)
in the sense that∣∣ξi,j ·B +∇ · ξi,j

∣∣(x, t) ≤ C( dist(x, Īi,j(t)) ∧ 1
)

(4e)

for some C > 0 and all (x, t) ∈ Rd × [0, T ].

Note that, at least heuristically, such a calibrated flow is a solution to mean cur-
vature flow as on Īi,j the normal velocity n̄i,j ·B coincides with the mean curvature
due to (4e).

The next proposition states that for general d ≥ 2 the existence of a gradient flow
calibration for a given time-evolving partition of Rd into P domains (Ω̄1, . . . , Ω̄P )
constrains the possible locations of the interfaces in weak (BV) solutions to mean
curvature flow to the corresponding interfaces of the partition (Ω̄1, . . . , Ω̄P ). This
assertion may be seen as a multiphase analogue of the varifold comparison principle
by Ilmanen [32, Theorem 10.7], which for two-phase mean curvature flow provides
a corresponding inclusion given any Brakke solution and a level set solution. Note
that such an inclusion does not yet yield uniqueness of BV solutions, as it does not
exclude the sudden vanishing of all phases except one.
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Theorem 3 (Quantitative inclusion principle). Let d ≥ 2 and P ≥ 2 be integers
and let σ ∈ RP×P be an admissible matrix of surface tensions, see Definition 9. Let
T > 0, and let (Ω̄1, . . . , Ω̄P ) be a calibrated flow on [0, T ] in the sense of Definition 2.

Then the interfaces Ii,j(t) := ∂∗{χi(t) = 1} ∩ ∂∗{χj(t) = 1} of any BV solution
(χ1, . . . , χP ) to mean curvature flow on [0, T ] in the sense of Definition 13 with
the same initial data as the calibrated flow must be contained in the corresponding
interfaces Īi,j(t) := ∂∗Ω̄i(t) ∩ ∂∗Ω̄j(t) for a. e. 0 < t < T , i.e., it holds Ii,j(t) ⊂
Īi,j(t) for all i, j with i 6= j up to Hd−1 null sets.

Furthermore, the existence of a gradient flow calibration also implies a stability
estimate: Introducing the interface error functional

E[χ|ξ](t) :=

P∑
i,j=1,i6=j

σi,j

ˆ
Ii,j(t)

1− ξi,j(·, t) · ni,j(·, t) dHd−1,(5)

there exist two constants c, C > 0 depending on the calibrated flow such that we
have the stability estimate

E[χ|ξ](t) + c

P∑
i,j=1,i6=j

ˆ t

0

ˆ
Ii,j(t̃)

|Vi,j+∇ · ξi,j |2 + |Vi,jni,j−(B · ξi,j)ξi,j |2 dHd−1 dt̃

(6)

≤ eCtE[χ|ξ](0)

for general BV solutions χ = (χ1, . . . χP ) and almost every t ∈ [0, T ].

As already discussed, the interface error control provided by the functional (5)
suffers from a lack of coercivity concerning the vanishing of interface length in a BV
solution. For this reason, we also have to consider a lower-order term Evolume[χ|χ̄],
see (8) below, which controls bulk deviations from the grains of the strong solu-
tion Ω̄. The main input for the bulk error functional is captured in the following
notion of transported weights.

Definition 4 (Transported weights). Let d ≥ 2, P ≥ 2 be integers and denote by
T ∈ (0,∞) a finite time horizon. For all i ∈ {1, . . . , P} let Ω̄i :=

⋃
t∈[0,T ] Ω̄i(t)×{t}

such that for all t ∈ [0, T ] the family (Ω̄1(t), . . . , Ω̄P (t)) is a partition of finite
surface energy of Rd in the sense of Definition 12. Denote by χ̄ = (χ̄1, . . . , χ̄P )
the associated family of indicator functions for Ω̄ = (Ω̄1, . . . , Ω̄P ). Assume that
for all i ∈ {1, . . . , P} the measure ∂tχ̄i is absolutely continuous with respect to the
measure |∇χ̄i|, and that the boundary ∂Ω̄i(·, t) is Lipschitz at all times t ∈ [0, T ].
Let finally B ∈ C0([0, T ];C1

cpt(Rd;Rd)).
In this setting, a family of measurable maps

ϑi : Rd × [0, T ]→ [−1, 1], i ∈ {1, . . . , P},

is called a family of transported weights with respect to (Ω̄, B) on [0,T] if the
following conditions are satisfied:

• (Regularity) For all phases i ∈ {1, . . . , P} it holds

ϑi ∈W 1,1(Rd × [0, T ]) ∩W 1,∞(Rd × [0, T ]).

• (Coercivity) For all phases i ∈ {1, . . . , P} and all t ∈ [0, T ], we have ϑi(·, t) < 0
in the essential interior of Ω̄i(t), ϑi(·, t) > 0 in the essential exterior of Ω̄i(t),
and ϑi(·, t) = 0 on ∂Ω̄i(t).
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• (Advection equation) The weights are transported by the vector field B in the
sense that

|∂tϑi + (B · ∇)ϑi| ≤ C|ϑi|(7)

holds true in Rd × [0, T ] for all phases i ∈ {1, . . . , P}.

The merit of the previous definition is that it allows to sharpen the quantitative
inclusion principle of Theorem 3 to a conditional weak-strong uniqueness principle
(with an associated conditional stability estimate) for BV solutions of multiphase
mean curvature flow; see Proposition 5 below for the precise statement. The result
is conditional in the sense that in addition to the existence of a gradient flow
calibration (see Definition 2), the existence of a family of transported weights (see
Definition 4) is assumed. However, the crucial point is that it already holds in
arbitrary ambient dimension d ≥ 2.

Proposition 5 (Conditional weak-strong uniqueness and quantitative stability).
Let d ≥ 2, P ≥ 2 be integers and σ ∈ RP×P be an admissible matrix of surface
tensions in the sense of Definition 9. Let χ = (χ1, . . . , χP ) be a BV solution
of multiphase mean curvature flow in the sense of Definition 13 on [0, T ]. Let
moreover Ω̄ = (Ω̄1, . . . , Ω̄P ) be as in Definition 4 on [0, T ]. The associated family
of indicator functions is denoted by χ̄ = (χ̄1, . . . , χ̄P ).

Assume also that there exists a gradient flow calibration ((ξi)i∈{1,...,P}, B) with

respect to Ω̄ on [0, T ] in the sense of Definition 2, and that there exists a family
of transported weights (ϑi)i∈{1,...,P} with respect to (Ω̄, B) on [0, T ] in the sense of
Definition 4. Recall the definition (5) of the interface error functional, and define
a bulk error functional by means of

Evolume[χ|χ̄](t) :=

P∑
i=1

ˆ
Rd

|χi(·, t)−χ̄i(·, t)||ϑi(·, t)|dx, t ∈ [0, T ].(8)

Then it holds

χ(·, 0) = χ̄(·, 0) a.e. in Rd ⇒ χ(·, t) = χ̄(·, t) a.e. in Rd for a.e. t ∈ [0, T ].

Moreover, the interface error functional E[χ|ξ] from (5) and the bulk error func-
tional Evolume[χ|χ̄] from (8) satisfy the quantitative stability estimate

Evolume[χ|χ̄](t) ≤ eCt
(
Evolume[χ|χ̄](0) + E[χ|ξ](0)

)
(9)

for almost every t ∈ [0, T ] in addition to the stability estimate (6).

2.3. Gradient flow calibrations for regular networks. In view of Proposi-
tion 5 above, the question of weak-strong uniqueness for BV solutions of multiphase
mean curvature flow is reduced to the task of constructing a gradient flow calibra-
tion and a family of transported weights. As it turns out, in the planar case the
existence of a classical solution to mean curvature flow — in the sense of a smooth
evolution of curves meeting at triple junctions with the correct contact angle, see
Definition 16 — entails the existence of a calibration for the gradient flow:

Theorem 6. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong solution to
multiphase mean curvature flow on [0, T ] in the sense of Definition 16. Then there
exists an associated gradient flow calibration on [0, T ] in the sense of Definition 2.

In fact, our construction of gradient flow calibrations provides several additional
properties.
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Remark 7. The gradient flow calibrations constructed in the proof of Theorem 6
satisfy the following additional properties, which may be useful in the context of
diffuse interface approximations:

i) In the case of equal surface energies σi,j = σk,l for all i 6= j and all k 6= l,
we have the estimates |ξi,j · ξk|(x, t) ≤ C dist(x, Īi,j(t)) for all i 6= j, all
k /∈ {i, j} and all (x, t) ∈ Rd×[0, T ], as well as |ξi| ≤ 1√

3
for all i.

ii) It holds that |∇B : ξi,j ⊗ ξi,j |(x, t) ≤ C dist(x, Īi,j(t)) for all i 6= j and all
(x, t) ∈ Rd×[0, T ].

iii) Finally, we can achieve the estimate
∣∣∇B :

(
ξi,j⊗Jξi,j+Jξi,j⊗ξi,j

)∣∣(x, t) ≤
C dist(x, Īi,j(t)) for all i 6= j and all (x, t) ∈ Rd×[0, T ], where the matrix J
denotes the counter-clockwise rotation by 90◦.

In the same setting as above, one can in addition establish the existence of a
family of transported weights.

Lemma 8. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong solution
to multiphase mean curvature flow on [0, T ] in the sense of Definition 16. Let B
denote the velocity field from Theorem 6. Then there exists a family of transported
weights on [0, T ] with respect to (Ω̄, B) in the sense of Definition 4.

2.4. Basic definitions. In the following, we recall the precise definitions of the
solution concepts for multiphase mean curvature flow which our main results are
concerned with. We begin with the notion of admissible surface tensions.

Definition 9 (Admissible matrix of surface tensions). Let P ≥ 2 be an integer and
σ = (σi,j)i,j=1,...,P ∈ RP×P . The matrix σ is called an admissible matrix of surface
tensions if the following conditions are satisfied:

i) (Symmetry) It holds that σi,j = σj,i and σi,i = 0 for every i, j ∈ {1, . . . , P}.
ii) (Positivity) We have σmin := min{σi,j : i, j ∈ {1, . . . , P}, i 6= j} > 0.

iii) (Coercivity) The matrix of surface tensions σ is non-degenerately `2-embeddable
into RP−1, i.e., there exists a non-degenerate (P − 1)-simplex (q1, . . . , qP ) in
RP−1 such that σi,j = |qi − qj | for all i, j ∈ {1, . . . , P}, see Figure 6b.

We briefly comment on the previous definition.

Remark 10. The above conditions on the matrix of surface tensions are natural,
which is clear for the first two items, while condition iii) already appeared in [39]
as being necessary for the existence of calibrations in the static case. It implies
another coercivity condition in the form of the strict triangle inequality

σi,j < σi,k + σk,j(10)

for all choices of pairwise distinct i, j, k ∈ {1, . . . , P}.
We call condition iii) of Definition 9 and condition (10) coercivity properties

for the following reasons: First, the strict triangle inequality (10) will ensure that
our relative entropy functional provides control on wetting, i.e., the nucleation of a
thin layer of a third phase along the smooth part of an interface between two phases.
Second, the embeddability condition iii) will prevent the nucleation of a fourth phase
(or clusters of phases) at a triple junction.

It is well known, see [49, Section 3], that condition iii) of Definition 9 may be
equivalently phrased as follows: The symmetric (P ×P )-matrix Q = (σ2

i,j)i,j=1,...,P
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Figure 5. Surface tension σ = f(θ) depending on misorientation
angle θ according to the Read-Shockley formula for low-angle grain
boundaries with high-angle saturation, and cubic symmetry. a)
Graph of f for small, positive misorientation angle θ. b) Graph of
f for all misorientation angles θ.

is strictly conditionally negative definite in the sense that

z ·Qz < 0 for all z ∈ RP \ {0} with

P∑
i=1

zi = 0.(11)

Incidentally, it seems that the crucial coercivity property iii) of Definition 9 has
not yet been verified for commonly used classes of surface tensions. One can easily
generate instances of surface tensions which satisfy the triangle inequality (10) but
violate this property and indeed lead to nucleation at triple junctions [9]. In con-
trast, the following lemma shows that the coercivity condition iii) of Definition 9
holds for a certain class of surface tensions arising in models for grain boundary
motion in polycrystalline materials. In this context, different phases correspond to
regions with different crystal lattice orientations. The surface tension of an interface
between two phases i and j is then often approximated as a function of the misori-
entation angle θi − θj between the grains (i. e., the angular mismatch between the
crystal lattice orientations). The Read-Shockley low-angle grain boundary formulas
with high-angle saturation [48, 31] for the interface energies take the form

(12) σi,j := f

(
min
k∈Z

∣∣∣θi − θj − kπ
2

∣∣∣) ,
where the profile f is given by

f(θ) =

{
θ
θ∗

(
1− log

(
θ
θ∗

))
, 0 ≤ θ ≤ θ∗

1, θ∗ < θ ≤ π/4.
(13)

Here θ∗ ∈ (0, π/4) (typically, θ∗ lies between 10◦ and 30◦) and we assumed for
simplicity that the crystal lattice has cubic symmetry, as can be seen in Figure 5b.
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Lemma 11. Let θ1, . . . , θP ∈ R be given angles such that θi 6= θj mod π
2 for

i 6= j, and define the matrix of surface tensions σ = (σi,j) by (12) with a function
f : [0, π4 ]→ [0, 1] such that the complex Fourier coefficients of the (evenly extended

function) f2 : [−π4 ,
π
4 ]→ R satisfy the negativity condition

(̂f2)k is a negative real number for all k ∈ Z \ {0}.(14)

Then σ is admissible in the sense of Definition 9.
In particular, any matrix of surface tensions σ given by the Read-Shockley for-

mulas (12)–(13) for any saturation angle θ∗ ∈ (0, π/4) is admissible in the sense of
Definition 9.

The simple proof of this lemma is inspired by the one of [24, Theorem 5.5] where
the triangle inequality (10) and the `2-embaddability of the matrix

(√
σi,j
)

are

derived. Here, we prove the `2-embeddability of (σi,j), which in particular implies
their first conclusion, but appears to be unrelated to the latter.

Definition 12 (Partitions with finite interface energy, cf. [4]). Let d ≥ 2, let P ≥ 2
be an integer and let σ ∈ RP×P be an admissible matrix of surface tensions in the
sense of Definition 9. Let (Ω1, . . . ,ΩP ) be a partition of Rd in the sense that for
i, j = 1, . . . , P with i 6= j we have Ωi ⊂ Rd and the sets Ωi ∩ Ωj and Rd \

⋃P
i=1Ωi

have Ld-measure zero. Let χi := χΩi denote the characteristic function of the
Ld-measurable set Ωi for i = 1, . . . , P .

We call χ = (χ1, . . . , χP ), or equivalently (Ω1, . . . ,ΩP ), a partition of Rd with
finite interface energy if the energy

E[χ] :=

P∑
i,j=1,i6=j

σi,j

ˆ
Rd

1

2

(
d|∇χi|+ d|∇χj | − d|∇(χi+χj)|

)
(15)

is finite.

Note that for a partition of Rd with finite interface energy, each Ωi is a set of finite
perimeter. By introducing the interfaces Ii,j := ∂∗Ωi ∩ ∂∗Ωj as the intersection of
the respective reduced boundaries, the energy of a partition χ can be rewritten in
the equivalent form

E[χ] =

P∑
i,j=1,i6=j

σi,j

ˆ
Ii,j

1 dHd−1.(16)

We next recall the notion of BV solutions to multiphase mean curvature flow as in
[36, 37].

Definition 13 (BV solutions for multiphase mean curvature flow). Let d ≥ 2 and
P ≥ 2 be integers. Let σ ∈ RP×P be an admissible matrix of surface tensions in
the sense of Definition 9, and let TBV > 0 be a finite time horizon. Let χ0 =
(χ0,1, . . . , χ0,P ) be an initial partition of Rd with finite interface energy in the sense
of Definition 12.

A measurable map

χ = (χ1, . . . , χP ) : Rd × [0, TBV)→ {0, 1}P

(respectively the corresponding tuple of sets Ωi :=
⋃
t∈[0,TBV) Ωi(t)×{t}, Ωi(t) :=

{χi(t)=1} for i ∈ {1, . . . , P} and t ∈ [0, TBV)) is called a BV solution for multiphase
mean curvature flow with initial data χ0 if the following conditions are satisfied:
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a)

nk,i

ni,j

nj,k

b)

σk,i

σi,jσj,k

qk qi

qj

Figure 6. a) Normals ni,j , nj,k and nk,i satisfying the balance-of-
forces condition σi,jni,j + σj,knj,k + σk,ink,i = 0. b) Sketch of the
points qi, qj and qk of the l2-embedding of σ.

i) (Partition with finite interface energy) For almost every t ∈ [0, TBV), χ(·, t) is
a partition of Rd with finite interface energy in the sense of Definition 12 and

ess sup
t∈[0,TBV)

E[χ(·, t)] = ess sup
t∈[0,TBV)

P∑
i,j=1,i6=j

σi,j

ˆ
Ii,j(t)

1 dHd−1 <∞,(17a)

where for all t ∈ [0, T ] we denote by Ii,j(t) = ∂∗Ωi(t) ∩ ∂∗Ωj(t) for i 6= j the
interface between the phases Ωi(t) and Ωj(t).

ii) (Evolution equation) For all i ∈ {1, . . . , P}, there exist normal velocities Vi ∈
L2(Rd × [0, TBV), |∇χi| ⊗ L1) in the sense that each χi satisfies the evolution
equation ˆ

Rd

χi(·, T )ϕ(·, T ) dx−
ˆ
Rd

χ0,iϕ(·, 0) dx

=

ˆ T

0

ˆ
Rd

Viϕd|∇χi|dt+

ˆ T

0

ˆ
Rd

χi∂tϕdxdt(17b)

for almost every T ∈ [0, TBV) and all ϕ ∈ C∞cpt(Rd × [0, TBV)). Moreover,

the (reflection) symmetry condition Vi
∇χi

|∇χi| = Vj
∇χj

|∇χj | holds Hd−1⊗L1-almost
everywhere on

⋃
t∈[0,TBV) Ii,j(t)×{t}, i 6= j.

iii) (BV formulation of mean curvature) The normal velocities are given by the
weak formulation of mean curvature in the sense that

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

Vi
∇χi
|∇χi|

· B dHd−1 dt

=

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
Id− ∇χi
|∇χi|

⊗ ∇χi
|∇χi|

)
: ∇B dHd−1 dt(17c)

holds for almost every T ∈ [0, TBV) and all B ∈ C∞cpt(Rd × [0, TBV);Rd).
iv) (Energy dissipation inequality) The sharp energy dissipation inequality

E[χ(·, T )] +

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

|Vi|2 dHd−1 dt ≤ E[χ0](17d)

holds true for almost every T ∈ [0, TBV).
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The same definition can be used to define a BV solution for multiphase mean
curvature flow on the closed time interval [0, TBV] for maps χ = (χ1, . . . , χP ) : Rd×
[0, TBV]→ {0, 1}P .

Next, we give the definition of strong solutions to multiphase mean curvature
flow. To this end, we first define a notion of regular partitions and regular networks
of interfaces (cf. [41, Definitions 2.1, 2.7 and 4.7]).

Definition 14 (Regular partitions and networks of interfaces). Let d = 2, let
P ≥ 2 be an integer, and let (Ω̄1, . . . , Ω̄P ) be a partition with finite interface energy
of open subsets of R2 such that ∂∗Ω̄i = ∂Ω̄i. Moreover, let χ̄i := χΩ̄i

denote the

characteristic function of the Ld-measurable set Ω̄i, and let Īi,j := ∂Ω̄i∩∂Ω̄j denote
the respective interfaces for i 6= j.

We call χ̄ = (χ̄1, . . . , χ̄P ), or equivalently (Ω̄1, . . . , Ω̄P ), a regular partition of R2

and I :=
⋃
i 6=j Īi,j a regular network of interfaces in R2 if the following properties

are satisfied:

i) (Regularity) Each interface Īi,j is a one-dimensional manifold with boundary
of class C5. The interior of each interface is embedded. Moreover, each inter-
face Īi,j is compact and consists of finitely many connected components.

ii) (Multi-points are triple junctions) Only different interfaces may intersect, and
if this is the case then only at their boundary. Moreover, at each intersection
point exactly three interfaces meet. In other words, all multi-points of the
network of interfaces are triple junctions.

iii) (Balance-of-forces condition) Let p ∈ R2 be a triple junction present in the
network. Assume for notational concreteness that at the triple junction p, the
three phases Ω̄i, Ω̄j and Ω̄k meet. Then, the balance-of-forces condition.

σi,j n̄i,j(p) + σj,kn̄j,k(p) + σk,in̄k,i(p) = 0(18a)

has to be satisfied, see Figure 6a. Here, n̄i,j(x) denotes the unit normal vector
of the interface Īi,j at x ∈ Īi,j pointing from phase Ω̄i towards phase Ω̄j.

iv) (Second- and third-order compatibility) We additionally have the second-order
compatiblity condition

σi,jHi,j(p) + σj,kHj,k(p) + σk,iHk,i(p) = 0(18b)

for the scalar mean curvatures Hi,j := −∇tan · n̄i,j, which is equivalent to the
existence of a “velocity” vector B(p) ∈ R2 with Hl,m(p) = n̄l,m(p) ·B(p) for all
distinct l,m ∈ {i, j, k}. For the choice of tangent vectors τ̄i,j := J−1n̄i,j with
J :=

(
0 −1
1 0

)
, we furthermore have the third-order condition

τ̄i,j(p) · (Hi,jB +∇Hi,j) (p) = τ̄j,k(p) · (Hj,kB +∇Hj,k) (p)

= τ̄k,i(p) · (Hk,iB +∇Hk,i) (p).
(18c)

Here, we slightly abuse notation by denoting the tangential derivative of Hi,j

in direction τ̄i,j by τ̄i,j · ∇Hi,j.

Let σ ∈ RP×P be an admissible matrix of surface tensions in the sense of Defini-
tion 9. We call χ̄ = (χ̄1, . . . , χ̄P ), or equivalently (Ω̄1, . . . , Ω̄P ), a regular partition
of R2 with finite interface energy if χ̄ satisfies

E[χ̄] :=

P∑
i,j=1,i6=j

σi,j

ˆ
Īi,j

1 dS <∞(18d)
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Ω̄i

Ω̄j

Īi,j

Figure 7. Sketch of a regular partition of the plane and the cor-
responding regular network.

in addition to the previous requirements.

Interpreting the triple junction as a free boundary of the interfaces, the iden-
tities (18b) and (18c) can be viewed as parabolic compatibility conditions: They
arise from differentiating in time the zero-th order condition (that is, p being the
common endpoint of Īi,j , Īj,k, and Īk,i) and the first-order condition (18a) (that is,
the contact angle condition), respectively. Keeping in mind parabolic scaling, the
condition (18b) is indeed second order, while (18c) is third order.

We say that a regular partition along with its associated regular network of inter-
faces evolves smoothly if no topological changes occur in the sense of the following
definition:

Definition 15 (Smoothly evolving partitions and smoothly evolving networks of
interfaces). Let d = 2, let P ≥ 2 be an integer and let χ̄0 = (χ̄0

1, . . . , χ̄
0
P ) be a regular

partition of R2 with a regular network of interfaces I0 =
⋃
i 6=j Ī

0
i,j in the sense of

Definition 14. Let T > 0, and consider Ω̄i :=
⋃
t∈[0,T ] Ω̄i(t)×{t}, i ∈ {1, . . . , P},

so that for all t ∈ [0, T ] the family (Ω̄1(t), . . . , Ω̄P (t)) is a regular partition of R2

in the sense of Definition 14. For each i ∈ {1, . . . , P} let χ̄i : R2×[0, T ] → R2 be
the characteristic function of Ω̄i, and for each pair i 6= j with i, j ∈ {1, . . . , P} and
all t ∈ [0, T ] define the interfaces Īi,j(t) := ∂Ω̄i(t) ∩ ∂Ω̄j(t).

We say that χ̄ = (χ̄1, . . . , χ̄P ), or equivalently (Ω̄1, . . . , Ω̄P ), is a smoothly evolv-
ing regular partition of R2×[0, T ] and I :=

⋃
i,j∈{1,...,P},i6=j Īi,j is a smoothly evolv-

ing regular network of interfaces in R2×[0, T ], where Īi,j :=
⋃
t∈[0,T ] Īi,j(t)×{t} for

all i, j ∈ {1, . . . , P} with i 6= j, if there exists a time-dependent family of diffeomor-
phisms

ψt : R2 → R2, t ∈ [0, T ],

with the following properties:

i) ψ0 = Id, χ̄i(t) = χ̄0
i ◦ (ψt)

−1
and Īi,j(t) = ψt(Ī 0

i,j) for all i, j ∈ {1, . . . , P}
with i 6= j and all t ∈ [0, T ],

ii) for all i, j ∈ {1, . . . , P} with i 6= j, the map

ψi,j : Ī 0
i,j×[0, T ]→ Īi,j , (x, t)→ (ψt(x), t)



WEAK-STRONG UNIQUENESS FOR MULTIPHASE MEAN CURVATURE FLOW 21

is a diffeomorphism of class (C0
t C

5
x ∩ C1

t C
3
x)(Ī 0

i,j×[0, T ]).

We have everything in place to proceed with the definition of strong solutions
for multiphase mean curvature flow.

Definition 16 (Strong solution for multiphase mean curvature flow). Let d = 2,
P ≥ 2 be an integer, σ ∈ RP×P be an admissible matrix of surface tensions in
the sense of Definition 9, and let Tstrong > 0 be a finite time horizon. Let χ̄0 =
(χ̄0

1, . . . , χ̄
0
P ) be an initial regular partition of R2 with finite interface energy in the

sense of Definition 14.
A measurable map

χ̄ = (χ̄1, . . . , χ̄P ) : Rd × [0, Tstrong)→ {0, 1}P ,

(respectively, the corresponding tuple of sets Ω̄i :=
⋃
t∈[0,Tstrong) Ω̄i(t)×{t}, Ω̄i(t) :=

{χ̄i(t)=1} for i ∈ {1, . . . , P} and t ∈ [0, Tstrong)) is called a strong solution for
multiphase mean curvature flow with initial data χ̄0 if for all T ∈ [0, Tstrong) it is a
strong solution for multiphase mean curvature flow on [0, T ] in the following sense:

i) (Smoothly evolving regular partition with finite interface energy) The map χ̄ is
a smoothly evolving regular partition of R2×[0, T ] and I :=

⋃
i,j∈{1,...,P},i6=j Īi,j

is a smoothly evolving regular network of interfaces in R2×[0, T ] in the sense
of Definition 15. In particular, for every t ∈ [0, T ], χ̄(·, t) is a regular partition
of R2 and

⋃
i 6=j Īi,j(t) is a regular network of interfaces in R2 in the sense of

Definition 14 such that

sup
t∈[0,T ]

E[χ̄(·, t)] = sup
t∈[0,T ]

P∑
i,j=1,i6=j

σi,j

ˆ
Īi,j(t)

1 dS <∞.(19a)

ii) (Evolution by mean curvature) For i, j = 1, . . . , P with i 6= j and (x, t) ∈ Īi,j
let V̄i,j(x, t) denote the normal speed of the interface at the point x ∈ Īi,j(t),
i.e., V̄i,j(x, t) := (n̄i,j(x, t), 0) · ∂tψi,j(y, t) at y = (ψt)−1(x) ∈ Īi,j(0), where
ψi,j and ψt are the maps from Definition 15. Denoting by Hi,j(x, t) the mean
curvature vector of Īi,j(t) at x ∈ Īi,j(t), we then assume that the interfaces Īi,j
evolve by mean curvature in the sense

V̄i,j(x, t)n̄i,j(x, t) = Hi,j(x, t), for all t ∈ [0, T ], x ∈ Īi,j(t).(19b)

iii) (Initial conditions) We have χ̄i(x, 0) = χ̄0,i(x) for all points x ∈ Rd and each
phase i ∈ {1, . . . , P}.

2.5. Relative entropy inequality. The key ingredient for the proof of Theorem 3
is the derivation of a Gronwall-type inequality for the tilt-excess-like error functional
(5): We aim to derive an estimate of the form

E[χ|ξ](T ) ≤ E[χ|ξ](0) + C(ξ)

ˆ T

0

E[χ|ξ](t) dt(20)

for almost all admissible times T ≥ 0 from which one may infer the desired stability
estimate (6) by an application of Gronwall’s lemma. The weak-strong uniqueness
principle then follows by means of the coercivity properties of the relative entropy
error functional (5) and a subsequent estimate for Evolume[χ|χ̄], see Proposition 5.
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The following result contains the first key step in the derivation of the Gronwall-
type inequality (20); it is valid for general vector fields ξi and B with sufficient
smoothness (not just for gradient flow calibrations).

Proposition 17 (Relative entropy inequality). Let d ≥ 2, P ≥ 2 be integers,
and let σ ∈ RP×P be an admissible matrix of surface tensions in the sense of
Definition 9. Let χ = (χ1, . . . , χP ) be a BV solution of multiphase mean curvature
flow in the sense of Definition 13 on some time interval [0, T ′] with T ′ > 0. For
i, j = 1, . . . , P with i 6= j we denote by

ni,j :=
∇χj
|∇χj |

= − ∇χi
|∇χi|

, Hd−1-a.e. on Ii,j ,(21)

the (measure-theoretic) unit normal vector of the interface Ii,j pointing from the
i-th to the j-th phase of the BV solution. Moreover, let

Vi,j := Vi = −Vj , Hd−1-a.e. on Ii,j .(22)

Let (ξi,j)i 6=j∈{1,...,P} and (ξi)i=1,...,P be families of compactly supported vector
fields such that

ξi,j , ξi ∈ C1([0, T ′];C0
cpt(Rd;Rd)) ∩ C0([0, T ′];C1

cpt(Rd;Rd))

as well as σi,jξi,j = ξi − ξj for all i 6= j. Let

B ∈ C0([0, T ′];C1
cpt(Rd;Rd))

be an arbitrary compactly supported vector field. Consistently with (5), define the
interface error control

E[χ|ξ](t) :=

P∑
i,j=1,i6=j

σi,j

ˆ
Ii,j(t)

1− ξi,j(·, t) · ni,j(·, t) dHd−1.(23)

Then the interface error control is subject to the estimate

E[χ|ξ](T )

+

P∑
i,j=1,i6=j

σi,j
2

ˆ T

0

ˆ
Ii,j(t)

|Vi,j+∇ · ξi,j |2 + |Vi,jni,j−(B · ξi,j)ξi,j |2 dHd−1 dt

≤ E[χ|ξ](0) +Rdt +Rdissip(24)

for almost every T ∈ [0, T ′]. Here, we made use of the abbreviations

Rdt := −
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2

(
∂t|ξi,j |2+(B · ∇)|ξi,j |2

)
dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
∂tξi,j+(B · ∇)ξi,j+(∇B)Tξi,j

)
· (ni,j−ξi,j) dHd−1 dt,

Rdissip :=

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
|(∇ · ξi,j) +B · ξi,j |2 dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
|B · ξi,j |2(1− |ξi,j |2) dHd−1 dt
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−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1− ni,j · ξi,j)(∇ · ξi,j)(B · ξi,j) dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
(Id−ξi,j ⊗ ξi,j)B

)
· (Vi,j+∇ · ξi,j)ni,j dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1− ni,j · ξi,j)(∇ ·B) dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(ni,j−ξi,j)⊗ (ni,j−ξi,j) : ∇B dHd−1 dt.

2.6. Weak-strong uniqueness and stability of varifold-BV solutions. A very
recent solution concept by Stuvard and Tonegawa [51] combines the concept of
Brakke’s notion of varifold solutions with ideas from the notion of BV solutions.
We shall refer to this new solution concept by the name “varifold-BV solutions”;
as we shall see in Theorem 19 below, our arguments from the case of BV solutions
can readily be extended to also prove weak-strong uniqueness and stability for
varifold-BV solutions.

Definition 18. Let V = (Vt)t∈[0,∞) be a measurable family of integral and rectifiable
(d−1)-varifolds; denote by (µt)t∈[0,∞) the associated family of weight measures. Let

(χ1, . . . , χP ) : Rd × [0,∞)→ {0, 1}P denote a family of indicator functions of sets
with bounded perimeter subject to the properties in item i) of Definition 13.

We then call the tuple (V, χ) a varifold-BV solution to multiphase mean curvature
flow if the following conditions are satisfied:

i) For a.e. t ∈ [0,∞), there exists a generalized mean curvature vector h(·, t) ∈
L2(Rd, µt) of Vt in the sense that

−
ˆ
Rd

h ·B dµt =

ˆ
Rd×G(d,d−1)

IdG(d,d−1) : ∇B dVt(25a)

for all B ∈ C∞cpt(Rd;Rd). Here, as usual G(d, d−1) denotes the space of all

(d−1)-dimensional linear subspaces of Rd.
ii) The family of varifolds V is a Brakke solution to multiphase mean curvature

flow. In particular, the global energy dissipation estimate

µT (Rd) +

ˆ T

0

ˆ
Rd

|h|2 dµt ≤ µ0(Rd)(25b)

holds true for a.e. T ∈ (0,∞).
iii) For a.e. t ∈ (0,∞), the varifold Vt describes the interfaces ∂∗{χi(·, t) = 1}

in the sense that

1

2

P∑
i=1

|∇χi(·, t)| ≤ µt.(25c)

iv) The indicator functions χi evolve according to the mean curvature of V in
the sense that

∂tχi + h · ∇χi = 0(25d)

holds distributionally for all i ∈ {1, . . . , P}.
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Consider a calibrated flow with time horizon T ∈ (0,∞) with associated gradient-
flow calibration (ξ = (ξi)i=1,...,P , B). Let (V, χ) be a varifold-BV solution to multi-
phase mean curvature flow in the sense of Stuvard and Tonegawa [51]. The natural
varifold solution analogue of our relative entropy functional (2) is then given by

E[V, χ|ξ](t) := 2µt(Rd)−
P∑

i,j=1, i 6=j

ˆ
Ii,j(t)

ni,j · ξi,j dHd−1.(26)

Note that the varifold relative entropy controls the relative entropy for BV solutions:

Denoting the Radon-Nikodym derivatives d|∇χi(·,t)|
dµt

by ρi(·, t), we may write

E[V, χ|ξ](t) = 2

ˆ
Rd

1− 1

2

P∑
i=1

ρi(·, t) dµt + E[χ|ξ](t).

Note that the first term on the right-hand side is nonnegative by (25c) and provides
control of the multiplicity of the varifold whenever it exceeds the multiplicity of the

BV interfaces 1
2

∑P
i=1 |∇χi(·, t)|.

By arguments mostly analogous to the case of BV solutions, we derive the fol-
lowing weak-strong uniqueness and stability result for varifold-BV solutions.

Theorem 19. Let χ̄ be a strong solution to planar multiphase mean curvature flow
and let (ξ,B) be an associated gradient flow calibration.

Let (V, χ) be a varifold-BV solution to multiphase mean curvature flow in the
sense of Definition 18. The varifold relative entropy (26) then satisfies the stability
estimate

E[V, χ|ξ](T ) ≤ eCtE[V, χ|ξ](0).(27)

Furthermore, the stability estimate (9) for the bulk error holds (with the BV relative
entropy replaced by the varifold relative entropy).

In particular, if the initial data of the varifold-BV solution coincides with the
strong solution in the sense that χ(·, 0) = χ̄(·, 0) and in the sense that µ0 =
1
2

∑P
i=1 |∇χ̄(·, 0)|, we have χ = χ̄ and µt = 1

2

∑P
i=1 |∇χ̄(·, t)| for all t prior to

the first topology change.

Just like in the case of BV solutions, the stability estimate (27) is valid in general
ambient dimension, assuming that a gradient flow calibration exists.

2.7. Structure of the paper. The remaining part of the paper is organized as
follows. Section 3 illustrates our strategy at the two most important examples, a
smooth interface and a triple junction.

In Section 4, we prove the stability of evolving partitions for which a gradient
flow calibration exists. To this aim, we exploit the properties of our gradient flow
calibrations and the weak solution: In Subsection 4.1 we derive the relative entropy
inequality in its full generality of Proposition 17; and in Subsection 4.2, we prove
the quantitative inclusion principle, Theorem 3. The latter is upgraded to the
conditional weak-strong uniqueness principle of Proposition 5 in Subsection 4.3.

The subsequent three sections of the manuscript are devoted to the construction
of our gradient flow calibrations given a strong solution. First, we provide explicit
constructions at a smooth interface (Section 5) and at a triple junction (Section 6).
These cases do not only serve as model examples but they also form the building
blocks for our general construction in Section 7. Therein, we glue together these
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local constructions to obtain a gradient flow calibration for regular networks, which
establishes Theorem 6.

Section 8 provides the construction of a family of transported weights given a
strong solution. Finally, we prove in the last section Lemma 11, which states that
the Read-Shockley type surface tensions given by (12) and (13) are admissible.

3. Outline of the strategy

3.1. Idea of proof for a smooth interface. Let us give a brief idea of the proof,
ignoring technical difficulties in the simplest case of two phases sharing one single
interface with σ = 1. In that case, it is sufficient to describe the weak solution
and the calibrated flow by a single phase Ω(t) ⊂ Rd, resp. Ω̄(t) ⊂ Rd for t ∈ [0, T ],
the first being a set of finite perimeter and the second being a simply connected,
smooth set. The relative entropy is then simply given by

E[χ|ξ](t) =

ˆ
∂∗Ω(t)

(1− n · ξ) dHd−1,

which has the interpretation of an oriented excess of the weak solution with respect
to the strong one. Here χ = χ(x, t) denotes the characteristic function of Ω = Ω(t)

and n = − d∇χ
d|∇χ| denotes the (measure theoretic) exterior unit normal of ∂∗Ω(t).

Furthermore, the vector field ξ(·, t) is an extension of the exterior unit normal n̄(·, t)
of the calibrated, smooth interface Ī(t) := ∂Ω̄ (note that it is necessary to extend
the vector field due to the fact that we evaluate it on the weak solution).

In order to relate the extension ξ to the evolution, we require it to be transported
along an extension B of the velocity field of Ī in the sense that

(28) ∂tξ = − (B · ∇) ξ − (∇B)Tξ +O
(

dist(·, Ī )
)
,

which will help make the second term of Rdt small (see Proposition 17 for the
definition). The extension for B will be done such that it is constant in the “normal”
ξ-direction, meaning we have (ξ · ∇)B = 0, and such that the motion law n̄ · B =
V̄ = H = −∇tan · n̄ is still approximately true away from the interface in the sense
that

(29) ξ ·B = −∇ · ξ +O
(

dist(·, Ī )
)
,

helping with the first term of Rdissip.
As we also want the functional E[χ|ξ] to ensure that χ cannot be too far away

from χ̄, we allow for ξ to be short, i.e., we have |ξ| ≤ 1, and we ask this effect to
be transported by B up to quadratic error

(30) ∂t|ξ|2 + (B · ∇)|ξ|2 = O
(

dist2(·, Ī )
)
,

keeping the first term of Rdt small.
In the present case of a single interface, the construction of these vector fields

is straightforward using the signed distance function s = s(x, t) to the smooth
interface Ī: We set

ξ := ζ(s)∇s and B := −(∆s)ξ,

where ζ is a suitable cut-off function such that ζ(s̃) = 1 − s̃2 close to s̃ = 0. Note
that since |∇s| = 1, this implies

s2 = 1− ζ(s) ≤ 1− ζ(s) n · ∇s = 1− n · ξ(31)
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Figure 8. Illustration of the vector field ξ at a smooth inter-
face Ī(t). The vector field ξ extends the unit normal vector field
of Ī(t) by projection onto Ī(t) and multiplication with a cutoff
function.

in the region where s is small, so that the relative entropy controls the (truncated)
L2 distance of the weak solution and the calibrated flow.

In the following heuristic derivation of the relative entropy inequality (from
Proposition 17) in the case of a single interface, we will use the abbreviation´
∂∗Ω
· :=

´
∂∗Ω(t)

·dHd−1 for the integral along a time slice ∂∗Ω(t), t ∈ [0, T ], of

the weak solution. Recall that V denotes the normal velocity of the weak solution
characterized by the distributional equation ∂tχ = V |∇χ|, see (17b), so that the
sign convention is V > 0 for expanding Ω.

The optimal energy dissipation rate (17d) and the definition (17b) of V imply

d

dt
E[χ|ξ] =

d

dt
|∂∗Ω| − d

dt

ˆ
Ω

(∇ · ξ) dx ≤ −
ˆ
∂∗Ω

V 2 −
ˆ
∂∗Ω

V (∇ · ξ)−
ˆ
∂∗Ω

∂tξ · n.

Testing the distributional mean curvature flow equation (17c) with the extended
velocity field B gives

0 =

ˆ
∂∗Ω

V (n ·B) +

ˆ
∂∗Ω

(Id−n⊗ n) : ∇B.

Adding these terms to the right-hand side of the previous inequality yields

d

dt
E[χ|ξ] ≤ −

ˆ
∂∗Ω

(
V 2 + V (∇ · ξ)− V (n ·B)

)
+

ˆ
∂∗Ω

(∇ ·B)−
ˆ
∂∗Ω

n⊗ n: ∇B

−
ˆ
∂∗Ω

∂tξ · n.

We now write B = (ξ ·B) ξ+ (Id−ξ ⊗ ξ)B, which we interpret as a decomposition
of B into “normal” and “tangential” parts. Then we complete the squares, and add
and subtract (B · ∇) ξ + (∇B)Tξ to make the transport equation for ξ appear. We
obtain

d

dt
E[χ|ξ] ≤− 1

2

ˆ
∂∗Ω

(
(V +∇ · ξ)2

+ |V n− (ξ ·B) ξ|2
)

+
1

2

ˆ
∂∗Ω

(
(∇ · ξ)2

+ |ξ|2 (ξ ·B)
2
)

+

ˆ
∂∗Ω

V n · (Id−ξ ⊗ ξ)B

+

ˆ
∂∗Ω

(∇ ·B)−
ˆ
∂∗Ω

n⊗ n: ∇B
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+

ˆ
∂∗Ω

n · (B · ∇) ξ +

ˆ
∂∗Ω

ξ · (n · ∇)B

−
ˆ
∂∗Ω

(
∂tξ + (B · ∇) ξ + (∇B)Tξ

)
· n,(32)

where the second line collects precisely the terms left after completing the squares.
By symmetry considerations, we have

0 =

ˆ
Ω

∇ · [∇ · (B ⊗ ξ − ξ ⊗B)] dx =

ˆ
∂∗Ω

[∇ · (B ⊗ ξ − ξ ⊗B)] · n

=

ˆ
∂∗Ω

[(∇ · ξ) n ·B − (∇ ·B) n · ξ − n · (B · ∇) ξ] ,

where for the second line we used (ξ · ∇)B = 0. Now we use |ξ| ≤ 1 to drop the
prefactor |ξ|2 of (ξ · B)2 in the second right-hand side integral in inequality (32),
complete the square, add the above identity, and collect all terms involving ∇B to
deduce

d

dt
E[χ|ξ] ≤ −1

2

ˆ
∂∗Ω

(
(V +∇ · ξ)2

+ |V n− (ξ ·B) ξ|2
)

+
1

2

ˆ
∂∗Ω

(∇ · ξ + ξ ·B)
2

+

ˆ
∂∗Ω

(∇ · ξ) (n− ξ) ·B

+

ˆ
∂∗Ω

V n · (Id−ξ ⊗ ξ)B +

ˆ
∂∗Ω

(1− n · ξ) (∇ ·B)

−
ˆ
∂∗Ω

(n− ξ)⊗ (n− ξ) : ∇B +

ˆ
∂∗Ω

ξ ⊗ ξ : ∇B

−
ˆ
∂∗Ω

(
∂tξ + (B · ∇) ξ + (∇B)Tξ

)
· n.

Once more, we decompose B into “tangential” and “normal” components with re-
spect to ξ and manipulate the last integral to finally arrive at the entropy dissipation
inequality

d

dt
E[χ|ξ] ≤− 1

2

ˆ
∂∗Ω

(
(V +∇ · ξ)2

+ |V n− (ξ ·B) ξ|2
)

+
1

2

ˆ
∂∗Ω

(∇ · ξ + ξ ·B)
2

+

ˆ
∂∗Ω

(∇ · ξ) (n · ξ − 1) (ξ ·B)

+

ˆ
∂∗Ω

(∇ · ξ + V ) n · (Id−ξ ⊗ ξ)B

+

ˆ
∂∗Ω

(1− n · ξ) (∇ ·B)−
ˆ
∂∗Ω

(n− ξ)⊗ (n− ξ) : ∇B

−
ˆ
∂∗Ω

(
∂tξ + (B · ∇) ξ + (∇B)Tξ

)
· (n− ξ)

−
ˆ
∂∗Ω

(∂tξ + (B · ∇) ξ) · ξ.

Now let us briefly argue term-by-term that the right-hand side can be controlled
by the relative entropy E[χ|ξ]. Combining the resulting estimate

d

dt
E[χ|ξ] ≤ CE[χ|ξ]
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Ω̄i

Ω̄j Ω̄k

Īk,i

Īi,j

Īj,l

Figure 9. Sketch of a triple junction.

with a Gronwall argument and a subsequent bound (9) for the bulk error, this
would yield Theorem 1 for P = 2.

Indeed, thanks to (29), the first integrand in the second line is quadratic in
dist(·, Ī); thus, this integral is controlled by the relative entropy due to (31). The
second integral of the second line is controlled by the relative entropy since ∇ξ and
B are bounded. To handle the third line, we use Cauchy-Schwarz and Young, and
absorb

´
(∇·ξ+V )2 in the first integral. The remaining integral of |(Id−ξ⊗ξ)n|2 =

|n− (ξ · n)ξ|2 . |n− ξ|2 + (1− n · ξ)2 is controlled by the relative entropy. Clearly,
both terms in the fourth line are controlled by the relative entropy. Finally, the
integrals in the fifth and sixth lines are of the order

´
∂∗Ω

(
|n− ξ|2 + dist2(·, Ī) ∧ 1

)
due to (28) and the factor n− ξ, and (30), respectively.

3.2. Idea of proof for a triple junction. The second model case is given by
a triple junction, say, with equal surface tensions. To illustrate the additional
difficulties, we also present the idea of our proof in this case. However, we restrict
ourselves to the case d = 2.

We denote the phases of the weak solution by Ω1, Ω2, and Ω3 with characteristic
functions χ1, χ2, and χ3. To simplify notation, we identify indices if they are
equivalent mod 3, i. e., we define χ4 := χ1, χ5 := χ2, χ0 := χ3, and so on. Following
the notation of Proposition 17, we denote the normal vector of the interface Ii,i+1 =
∂∗Ωi ∩ ∂∗Ωi+1 between phases i and i+ 1 for i = 1, 2, 3 in the weak solution by

ni,i+1 :=
d∇χi+1

d|∇χi+1|
= − d∇χi

d|∇χi|
H1-a. e. on ∂∗Ωi ∩ ∂∗Ωi+1.

The normal velocity of Ii,i+1, denoted by Vi, is characterized by the distributional
identity ∂tχi = Vi|∇χi|. Furthermore, we will consider its restriction Vi,i+1 :=
Vi|Ii,i+1

to the interface Ii,i+1 together with the symmetry condition Vi+1,i :=
−Vi,i+1. As before, the corresponding quantities in the calibrated solution will
be indicated by an additional bar on top of the quantity, i.e., for example χ̄i for the
indicator function of the corresponding phases, n̄i,i+1 for the corresponding normal,
and so on.

The first key step is to construct extensions ξi,i+1, i = 1, 2, 3, of the unit normal
vector field n̄i,i+1 of the calibrated interfaces Īi,i+1. As in the case of a single
interface, the extensions ξi,i+1 and the velocity field B are constructed to have the
following properties:
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• The time evolution of the vector fields ξi,i+1 is approximately described by
transport along the flow of the velocity field B. More precisely, for the vector
field B we have for i = 1, 2, 3 that

∂tξi,i+1 = −(B · ∇)ξi,i+1 − (∇B)Tξi,i+1 +O(dist(·, Īi,i+1)).(33a)

• On each interface Īi,i+1, i = 1, 2, 3, of the calibrated solution, the normal part
of the velocity field B must satisfy n̄i,i+1 ·B = H̄i,i+1 := −∇tan · n̄i,i+1, where
H̄i,i+1 is the scalar mean curvature of Īi,i+1. We strengthen this identity to
approximately hold even away from the interface, in form of

ξi,i+1 ·B = −∇ · ξi,i+1 +O(dist(·, Īi,i+1)) for i = 1, 2, 3.(33b)

• The vector fields ξi,i+1 have at most unit length |ξi,i+1| ≤ 1.
• The length of the vector fields ξi,i+1 is advected with the flow of B to higher

order

∂t|ξi,i+1|2 = −(B · ∇)|ξi,i+1|2 +O
(

dist2(·, Īi,i+1)
)

for i = 1, 2, 3.

(33c)

The new aspect of a triple junction as opposed to a single interface is that one
also has to extend the normal of an interface to locations where a different interface
may be closer. To this end, we turn to Herring’s angle condition (18a), which in
our case of equal surface tensions says that the three interfaces must meet at the
triple junction to form equal angles of 120◦ each, and require it to hold throughout
the domain in the sense that

3∑
i=1

ξi,i+1(x, t) = 0 for all x, t.(34)

Furthermore, note carefully that we only define a single extension B of the
velocity field, and that B is not necessarily a normal vector field on each interface
Īi,i+1: Indeed, we expect the triple junction p(t) to move according to d

dtp =
B(p(t), t), so that not allowing for tangential components would pin the triple
junction in space. It turns out that in addition to Herring’s angle condition, which
we take to be of first order, we require higher-order compatibility conditions of
the interfaces at the triple junction. For instance, in part iv) of Definition 14
we have already seen that the second-order condition H1,2(p(t), t) +H2,3(p(t), t) +
H3,1(p(t), t) = 0 is equivalent to the existence of the vector B(p(t), t).

To construct the extensions ξi,i+1 of the normal vector fields n̄i,i+1, i = 1, 2, 3, we
first partition space into six wedge-shaped sets around the triple junction: Three
contain one strong interface each, while the remaining three wedges lie entirely
within a single phase, see Figure 10a. On the mixed phase wedges, we first extend
the corresponding normal by an expansion ansatz, see Figure 10b, and then define
the remaining vector fields to satisfy the identity (34) by 120◦ rotations of the
ansatz, see Figure 10c. On the single phase wedges, we will interpolate between the
competing definitions of the two adjacent mixed phase wedges.

All rigorous discussions of compatibility will be deferred to Section 6, and we
will only describe the initial extension procedure here. Let us fix i = 1, 2, 3. In
fact, it is more instructive to first extend the velocity field B in the wedge-shaped
neighborhood of the interface Īi,i+1. To this end, we recall τ̄i,i+1 = J−1n̄i,i+1 on
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a)

Īk,iĪi,j

Īj,kWj,k

Wk

Wk,i

Wi

Wi,j

Wj

b)

Wk,i

Wi

Wi,j

c)

Wk,i

Wi

Wi,j

Figure 10. a) The gray, horizontally hatched domain is Hj,k, the
region hatched in red from the bottom left to the top right is
Hi,j , and Hk,i is shown hatched in blue from the top left to the
bottom right. The simply hatched regions indicate the wedges
Wi,j , Wj,k and Wk,i containing the interfaces Īi,j , Īj,k and Īk,i.
The interpolation wedges Wi, Wj and Wk are shown as doubly
hatched regions. b) Sketch of the initial extensions of n̄k,i in blue
on the right and n̄i,j in red on the left, defined on Wk,i and Wi,j ,
as well as the two respective neighboring interpolation wedges. c)
The image shows the vector field n̄k,i (in blue on the right) and
the rotated vector field Rn̄i,j (in red on the left), where R is the
clockwise rotation by 120◦.

Īi,i+1 with J =
(

0 −1
1 0

)
from Definition 14 and use the extension ansatz

B := H̄i,i+1n̄i,i+1 + αi,i+1τ̄i,i+1 + βi,i+1si,i+1τ̄i,i+1,

where n̄i,i+1 and τ̄i,i+1 are extended to be constant in the n̄i,i+1-direction, si,i+1 is
the signed distance function to Īi,i+1 with the sign convention ∇si,i+1 = n̄i,i+1, and
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αi,i+1 and βi,i+1 are still to be determined. As d
dtp(t) = B(p(t), t), it is reasonable

that αi,i+1(p(t), t) := τ̄i,i+1(p(t), t) · d
dtp(t) should be the tangential velocity of p at

the triple junction. It turns out to be convenient to extend αi,i+1 along the interface
Īi,i+1 by means of the ordinary differential equation (τ̄i,i+1 · ∇)αi,i+1 = H2

i,i+1.
In view of the third-order compatibility condition 18c, the choice βi,i+1(x, t) :=
(τ̄i,i+1 · ∇)Hi,i+1 + αi,i+1Hi,i+1 for x ∈ Īi,i+1(t) is a good candidate to make B
independent of i. To define αi,i+1 and βi,i+1 away from the interface, we once
again require them to be constant in n̄i,i+1-direction.

To achieve the desired identitities (33), it turns out that one should construct
the extension ξ = ξi,i+1(x, t) of n̄i,i+1 by an expansion ansatz of the form

(35) ξ = n̄ + αsτ̄ − 1
2α

2s2n̄

where the functions α = αi,i+1(x, t) are as above and we dropped the indices
i, i+ 1 for ease of notation. Note that in particular ξi,i+1 = n̄i,i+1 on the interface
Īi,i+1 and that we allow for linear corrections of the tangential component as we
move away from the interface, but only for quadratic corrections of the normal
component of ξ. In particular, this expansion ansatz will allow for zeroth and
first order compatibility of the constructions of ξi,i+1 in the various wedges around
the triple junction, facilitating a glueing procedure near the triple junction that
preserves the identities (33).

We then measure the error between the weak solution χ and the calibrated
solution χ̄ by means of the relative entropy functional

E[χ|ξ](t) :=

3∑
i=1

ˆ
Ii,i+1(t)

(1− ni,i+1 · ξi,i+1) dH1.

Let us use the abbreviation
∑
i =

∑3
i=1 for the summation over the three relevant

indices.
As in the two-phase case, we only use two ingredients to evaluate the time

evolution of the relative entropy: the energy dissipation inequality for the weak
solution in the sharp form

d

dt

∑
i

ˆ
Ii,i+1

1 dH1 ≤ −
3∑
i=1

ˆ
Ii,i+1

V 2
i,i+1 dH1,

and the weak formulation of the evolution equation of the indicator functions χi

d

dt

ˆ
Rd

χiϕdx =

ˆ
∂∗Ωi

Viϕ dH1 +

ˆ
Rd

χi∂tϕdx

for compactly supported, smooth ϕ. In order to make use of the latter equation,
we have to rewrite the contributions

´
Ii,i+1

ni,i+1 · ξi,i+1(x, t) as a volume integral.

It turns out that the annihilation condition
∑
i ξi,i+1(x, t) = 0 enables us to rewrite

ξi,i+1 as

ξi,i+1 = ξi − ξi+1(36)

by defining the vector field ξi as ξi := 1
3 (ξi,i+1 − ξi−1,i). Combining (36) with the

symmetry ni,i+1 = − d∇χi

d|∇χi| = d∇χi+1

d|∇χi+1| and the decomposition ∂∗Ωi = Ii−1,i∪Ii,i+1,
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we rewrite the second term in the relative entropy as

−
∑
i

ˆ
Ii,i+1

ni,i+1 · ξi,i+1 dH1 =
∑
i

(ˆ
Ii,i+1

ξi · d∇χi +

ˆ
Ii,i+1

ξi+1 · d∇χi+1

)
=
∑
i

ˆ
∂∗Ωi

ξi · d∇χi

= −
∑
i

ˆ
Rd

χi(∇ · ξi) dx.

This indeed enables us to evaluate the time evolution of the relative entropy as

d

dt
E[χ|ξ] ≤−

∑
i

ˆ
Ii,i+1

V 2
i,i+1 dH1

−
∑
i

ˆ
∂∗Ωi

Vi(∇ · ξi) dH1 +
∑
i

ˆ
∂∗Ωi

∂tξi · d∇χi dH1.

Arguing analogously to the previous computation in reverse order—that is, splitting
the integrals into contributions ∂∗Ωi∩∂∗Ωi+1 = Ii,i+1, using (36) and the definitions
of ni,i+1 and Vi,i+1—we obtain

d

dt
E[χ|ξ] ≤ −

∑
i

ˆ
Ii,i+1

V 2
i,i+1 dH1 −

∑
i

ˆ
Ii,i+1

Vi,i+1(∇ · ξi,i+1) dH1

−
∑
i

ˆ
Ii,i+1

∂tξi,i+1 · ni,i+1 dH1.

Now we proceed as in the two-phase case in the previous section: The BV
formulation of mean curvature flow in this three-phase setting reads∑

i

ˆ
Ii,i+1

Vi,i+1ni,i+1 ·B dH1 = −
∑
i

ˆ
Ii,i+1

(Id−ni,i+1 ⊗ ni,i+1) : ∇B dH1.

Following precisely the same algebraic manipulations as in the two-phase case we
obtain

d

dt
E[χ|ξ]

≤− 1

2

∑
i

ˆ
Ii,i+1

(
(Vi,i+1 +∇ · ξi,i+1)

2
+ |Vi,i+1ni,i+1 − (ξi,i+1 ·B) ξi,i+1|2

)
dH1

+
1

2

∑
i

ˆ
Ii,i+1

(∇ · ξi,i+1 + ξi,i+1 ·B)
2

dH1

+
∑
i

ˆ
Ii,i+1

(∇ · ξi,i+1) (ni,i+1 · ξi,i+1 − 1) (ξi,i+1 ·B) dH1

+
∑
i

ˆ
Ii,i+1

(∇ · ξi,i+1 + Vi,i+1) ni,i+1 · (Id−ξi,i+1 ⊗ ξi,i+1)B dH1

+
∑
i

ˆ
Ii,i+1

(1− ni,i+1 · ξi,i+1) (∇ ·B) dH1

−
∑
i

ˆ
Ii,i+1

(ni,i+1 − ξi,i+1)⊗ (ni,i+1 − ξi,i+1) : ∇B dH1
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−
∑
i

ˆ
Ii,i+1

(
∂tξi,i+1 + (B · ∇) ξi,i+1 + (∇B)Tξi,i+1

)
· (ni,i+1 − ξi,i+1) dH1

−
∑
i

ˆ
Ii,i+1

(∂tξi,i+1 + (B · ∇) ξi,i+1) · ξi,i+1 dH1.

With this inequality at our disposal we can conclude as in the two-phase case.

4. Stability of calibrated flows

This section is devoted to the proof of the stability properties of calibrated
flows. In the next three subsections, we derive the relative entropy inequality
Proposition 17 and the quantitative inclusion principle Theorem 3.

4.1. Relative entropy inequality: Proof of Proposition 17. We start with
the proof of the relative entropy inequality for a BV solution χ = (χ1, . . . , χP ) of
multiphase mean curvature flow in the sense of Definition 13. Recall the definition
of the relative entropy functional E[χ|ξ] in (23).

Proof of Proposition 17. In order to make use of the evolution equations (17b) for
the indicator functions χi of the BV solution, we start by rewriting the interface
error control of our relative entropy. Using the relation σi,jξi,j = ξi − ξj from
Definition 2 of a gradient flow calibration, the symmetry relation ni,j = −nj,i, the
definition (21) of the measure theoretic normal, as well as the representation of the
energy (16), we obtain by an application of the generalized divergence theorem

E[χ|ξ](T ) =

P∑
i,j=1,i6=j

σi,j

ˆ
Ii,j(T )

1− ξi,j(·, T ) · ni,j(·, T ) dHd−1

= E[χ(·, T )]−
P∑

i,j=1,i6=j

ˆ
Ii,j(T )

(ξi(·, T )−ξj(·, T )) · ni,j(·, T ) dHd−1

= E[χ(·, T )] +

P∑
i=1

P∑
j=1,j 6=i

ˆ
Ii,j(T )

ξi(·, T ) · ∇χi(·, T )

|∇χi(·, T )|
dHd−1

+

P∑
j=1

P∑
i=1,i6=j

ˆ
Ii,j(T )

ξj(·, T ) · ∇χj(·, T )

|∇χj(·, T )|
dHd−1

= E[χ(·, T )] + 2

P∑
i=1

ˆ
Rd

ξi(·, T ) · ∇χi(·, T )

|∇χi(·, T )|
d|∇χi(·, T )|

= E[χ(·, T )]− 2

P∑
i=1

ˆ
Rd

χi(·, T )(∇ · ξi(·, T )) dx.(37)

This enables us to compute by the sharp energy dissipation inequality (17d), the
evolution equations (17b) for the indicator functions χi of the BV solution, and the
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definition (22) of the velocities Vi,j for almost every T ∈ [0, T ′]

E[χ|ξ](T )

≤ E[χ(·, 0)]− 2

P∑
i=1

ˆ
Rd

χ0,i(∇ · ξi(·, 0)) dx−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

|Vi,j |2 dHd−1 dt

− 2

P∑
i=1

ˆ T

0

ˆ
Rd

χi∂t(∇ · ξi) dx dt− 2

P∑
i=1

ˆ T

0

ˆ
Rd

Vi(∇ · ξi) d|∇χi|dt.

The first two terms combine to Einterface[χ|χ̄](0) using (37) in reverse order. We aim
to rewrite the latter two terms back to surface integrals over the interfaces as well.
To this end, we argue analogously to the computation in (37) but now in reverse
order. Using first the generalized divergence theorem, then splitting the integrals
over the reduced boundaries of the phases into contributions over the interfaces
Ii,j = ∂∗Ωi ∩ ∂∗Ωj by means of σi,jξi,j = ξi − ξj from Definition 2 of a gradient
flow calibration, we obtain

−2

P∑
i=1

ˆ T

0

ˆ
Rd

χi∂t(∇ · ξi) dx dt = 2

P∑
i=1

ˆ T

0

ˆ
Rd

∇χi
|∇χi|

· ∂tξi d|∇χi|dt

=

P∑
i=1

P∑
j=1,j 6=i

ˆ T

0

ˆ
Ii,j(t)

∇χi
|∇χi|

· ∂tξi dHd−1 dt

+

P∑
j=1

P∑
i=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

∇χj
|∇χj |

· ∂tξj dHd−1 dt

(21)
= −

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ni,j · ∂t(ξi − ξj) dHd−1 dt

= −
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j · ∂tξi,j dHd−1 dt.

The term incorporating the normal velocities is treated similarly. In addition to
the above ingredients, i.e., σi,jξi,j = ξi − ξj from Definition 2 of a gradient flow
calibration and splitting the integrals over the reduced boundaries of the phases into
contributions over the interfaces Ii,j = ∂∗Ωi ∩ ∂∗Ωj , we also use that Vi,j = −Vj,i
on Īi,j together with definition (22) to compute

−2

P∑
i=1

ˆ T

0

ˆ
Rd

Vi(∇ · ξi) d|∇χi|dt = −
P∑
i=1

P∑
j=1,j 6=i

ˆ T

0

ˆ
Ii,j(t)

Vi,j(∇ · ξi) dHd−1 dt

+

P∑
j=1

P∑
i=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

Vi,j(∇ · ξj) dHd−1 dt

= −
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

Vi,j(∇ · ξi,j) dHd−1 dt.
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Combining the last two identities, we obtain for almost every T ∈ [0, T ′]

E[χ|ξ](T )

≤ E[χ|ξ](0)−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

|Vi,j |2 dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j · ∂tξi,j dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

Vi,j(∇ · ξi,j) dHd−1 dt.

For the next step, we use the vector field B as a test function in the BV formula-
tion of mean curvature flow (17c). Adding the resulting equation to the previous

inequality, observing in the process that Vi
∇χi

|∇χi| = −Vi,jni,j on Ii,j due to (21) and

(22), as well as decomposing B = (Id−ξi,j ⊗ ξi,j)B + (B · ξi,j)ξi,j , we obtain

E[χ|ξ](T )

≤ E[χ|ξ](0)−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

|Vi,j |2 dHd−1 dt(38)

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(B · ξi,j)ξi,j · Vi,jni,j dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

Vi,j(∇ · ξi,j) dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(Id−ξi,j ⊗ ξi,j)B · Vi,jni,j dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ ·B) dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ⊗ ni,j : ∇B dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j · ∂tξi,j dHd−1 dt,

which holds for almost every T ∈ [0, T ′]. In order to obtain the dissipation term on
the left hand side of the relative entropy inequality (24), we complete the squares
yielding for almost every T ∈ [0, T ′]

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

|Vi,j |2 dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(B · ξi,j)ξi,j · Vi,jni,j dHd−1 dt
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−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

Vi,j(∇ · ξi,j) dHd−1 dt

(39)

= −
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1

2
|Vi,j+∇ · ξi,j |2 +

1

2
|Vi,jni,j−(B · ξi,j)ξi,j |2

)
dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1

2
|∇ · ξi,j |2 +

1

2
|(B · ξi,j)ξi,j |2

)
dHd−1 dt.

Furthermore, on the one hand, adding and subtracting (B ·∇)ξi,j+(∇B)Tξi,j yields

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ ·B) dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ⊗ ni,j : ∇B dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j · ∂tξi,j dHd−1 dt

=

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ ·B) dHd−1 dt(40)

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(ni,j − ξi,j) · (ni,j · ∇)B dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
(B · ∇)ξi,j

)
· ni,j dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
∂tξi,j+(B · ∇)ξi,j+(∇B)Tξi,j

)
· ni,j dHd−1 dt

for almost every T ∈ [0, T ′]. On the other hand, we may exploit symmetry to
obtain (relying again on the by now routine fact that one can switch back and forth
between certain volume integrals and surface integrals over the individual interfaces
by means of σi,jξi,j = ξi − ξj from Definition 2 of a gradient flow calibration, the
symmetry relation ni,j = −nj,i and the definition (21))

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ·
(
∇ · (B ⊗ ξi,j)

)
dHd−1 dt

=

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ni,j ·
(
∇ · (B ⊗ (ξi−ξj))

)
dHd−1 dt

= −2

P∑
i=1

ˆ T

0

ˆ
Rd

∇χi
|∇χi|

·
(
∇ · (B ⊗ ξi)

)
dHd−1 dt
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= 2

P∑
i=1

ˆ T

0

ˆ
Rd

χi∇ ·
(
∇ · (B ⊗ ξi)

)
dxdt

= 2

P∑
i=1

ˆ T

0

ˆ
Rd

χi∇ ·
(
∇ · (ξi ⊗B)

)
dxdt

=

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ·
(
∇ · (ξi,j ⊗B)

)
dHd−1 dt.

Because of this identity, we can now compute

0 =

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ·
(
∇ · (B ⊗ ξi,j − ξi,j ⊗B)

)
dHd−1 dt

=

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ · ξi,j)B · ni,j dHd−1 dt(41)

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j · (ξi,j · ∇)B dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j · (B · ∇)ξi,j dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ ·B)ξi,j · ni,j dHd−1 dt.

Making use of the identities (39) and (40) in the inequality (38) as well as adding
(41) to the right hand side of (38), we arrive at the following bound for the time
evolution of the interface error control of our relative entropy functional

E[χ|ξ](T )

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1

2
|Vi,j+∇ · ξi,j |2 +

1

2
|Vi,jni,j−(B · ξi,j)ξi,j |2

)
dHd−1 dt

≤ E[χ|ξ](0)

(42)

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1

2
|∇ · ξi,j |2 +

1

2
|(B · ξi,j)ξi,j |2

)
dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ · ξi,j)B · ni,j dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(Id−ξi,j ⊗ ξi,j)B · Vi,jni,j dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ ·B)(1− ξi,j · ni,j) dHd−1 dt
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−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(ni,j − ξi,j)⊗ ni,j : ∇B dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ⊗ ξi,j : ∇B dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
∂tξi,j+(B · ∇)ξi,j+(∇B)Tξi,j

)
· ni,j dHd−1 dt,

which is valid for almost every T ∈ [0, T ′]. Completing squares and adding zero
yields for the second, third and fourth term on the right hand side of (42)

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1

2
|∇ · ξi,j |2 +

1

2
|(B · ξi,j)ξi,j |2

)
dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(∇ · ξi,j)B · ni,j dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(Id−ξi,j ⊗ ξi,j)B · Vi,jni,j dHd−1 dt

=

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
|(∇ · ξi,j) +B · ξi,j |2 dHd−1 dt(43)

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
|B · ξi,j |2(1− |ξi,j |2) dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(Id−ξi,j ⊗ ξi,j)B · (Vi,j +∇ · ξi,j)ni,j dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1− ni,j · ξi,j)(∇ · ξi,j)(B · ξi,j) dHd−1 dt.

Adding zero in the last term on the right hand side of (42) in order to generate the
transport equation for the length of the vector fields ξi,j , we observe that the last
three terms on the right hand side of (42) combine to

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(ni,j − ξi,j)⊗ ni,j : ∇B dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

ni,j ⊗ ξi,j : ∇B dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
∂tξi,j+(B · ∇)ξi,j+(∇B)Tξi,j

)
· ni,j dHd−1 dt
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= −
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(ni,j − ξi,j)⊗ (ni,j − ξi,j) : ∇B dHd−1 dt

(44)

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(
∂tξi,j+(B · ∇)ξi,j+(∇B)Tξi,j

)
· (ni,j − ξi,j) dHd−1 dt

−
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2

(
∂t|ξi,j |2+(B · ∇)|ξi,j |2

)
dHd−1 dt.

Employing the notation of Proposition 17 as well as using (43) and (44) in (42), we
deduce that the right hand side of (42) indeed reduces to

E[χ|ξ](T )

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(1

2
|Vi,j+∇ · ξi,j |2 +

1

2
|Vi,jni,j−(B · ξi,j)ξi,j |2

)
dHd−1 dt

≤ E[χ|ξ](0) +Rdt +Rdissip,

which is valid for almost every T ∈ [0, T ′]. This concludes the proof of (24). �

4.2. Quantitative inclusion principle: Proof of Theorem 3. We now prove
the inclusion principle stating that interfaces of any BV solution must be contained
in the corresponding interfaces of a calibrated flow, provided both start with the
same initial data.

Proof of Theorem 3. Step 1: The stability estimate (6). The starting point is the
estimate on the evolution of the interface error functional (5) from Proposition 17.
In the following, we estimate the terms appearing on the right hand side one-by-one.
Let T ∈ [0, T ′].

Due to (4c), (4d), as well as (4b) and the trivial relation

|ni,j−ξi,j |2 ≤ 2(1− ni,j · ξi,j)(45)

(which follows by |ξi,j | ≤ 1), we immediately deduce using Young’s inequality

|Rdt| ≤
P∑

i,j=1,i6=j

C

ˆ T

0

ˆ
Ii,j(t)

|ni,j − ξi,j |2 + dist2(·, Īi,j(t)) ∧ 1 dHd−1 dt(46)

≤ C
ˆ T

0

E[χ|ξ](t) dt.

Making use of the simple estimate 1−|ξi,j |2 ≤ 2(1 − |ξi,j |) ≤ 2(1 − ni,j · ξi,j) and
again the bound (45), we obtain by similar arguments

|Rdissip| ≤
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
|(∇ · ξi,j) +B · ξi,j |2 dHd−1 dt

+

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(Id−ξi,j ⊗ ξi,j)B · (Vi,j+∇ · ξi,j)ni,j dHd−1 dt

+ C

ˆ T

0

E[χ|ξ](t) dt
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=: I + II + C

ˆ T

0

E[χ|ξ](t) dt.

By means of (4e), we may directly estimate

|I| ≤ C
ˆ T

0

E[χ|ξ](t) dt.

Furthermore, by an application of Hölder’s and Young’s inequality we deduce

|II| =
∣∣∣∣ P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

(Id−ξi,j ⊗ ξi,j)B · (Vi,j+∇ · ξi,j)(ni,j−ξi,j) dHd−1 dt

∣∣∣∣
≤ δ

P∑
i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
(Vi,j+∇ · ξi,j)2 dHd−1 dt

+ Cδ−1

ˆ T

0

E[χ|ξ](t) dt,

uniformly over all δ ∈ (0, 1). Hence, we get the bound

|Rdissip| ≤ δ
P∑

i,j=1,i6=j

σi,j

ˆ T

0

ˆ
Ii,j(t)

1

2
(Vi,j+∇ · ξi,j)2 dHd−1 dt(47)

+ Cδ−1

ˆ T

0

E[χ|ξ](t) dt.

Plugging in the bounds from (46) and (47) into the relative entropy inequality
from Proposition 17, and then choosing δ ∈ (0, 1) sufficiently small in order to
absorb the first right-hand side term, we therefore get constants C1, C2 > 0 such
that the estimate

E[χ|ξ](T )

(48)

+ C1

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

(1

2
(Vi,j+∇ · ξi,j)2 +

1

2
|Vi,jni,j−(B · ξi,j)ξi,j |2

)
dHd−1 dt

≤ C2

ˆ T

0

E[χ|ξ](t) dt

holds true for almost every T ∈ [0, T ′]. By an application of the Gronwall lemma,
the asserted stability estimate (6) from Theorem 3 follows.

Step 3: Weak-strong comparison. In the case of coinciding initial conditions,
i.e. E[χ|ξ](0) = 0, the stability estimate (6) entails E[χ|ξ] = 0 for almost every
t ∈ [0, T ′]. From this and (4b), it immediately follows by the definition of the
relative entropy (5) that Ii,j(t) ⊂ Īi,j(t) holds up to an Hd−1-null set for almost
every t ∈ [0, T ′]. This proves the quantitative inclusion principle for BV solutions
of multiphase mean curvature flow. �

4.3. Conditional weak-strong uniqueness: Proof of Proposition 5. We
start with an analogue of the relative entropy inequality of Proposition 17 in terms
of the bulk error functional Evolume[χ|χ̄] from (8).
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Lemma 20. Let d ≥ 2, P ≥ 2 be integers and σ ∈ RP×P be an admissible matrix of
surface tensions in the sense of Definition 9. Let χ = (χ1, . . . , χP ) be a BV solution
of multiphase mean curvature flow in the sense of Definition 13 on some time inter-
val [0, T ′]. Recall from (21) resp. (22) the definitions of the (measure-theoretic) unit
normal vectors ni,j resp. of the normal velocities Vi,j of a BV solution. Let moreover
Ω̄ = (Ω̄1, . . . , Ω̄P ) be a time-dependent partition of Rd with finite interface energy
on [0, T ′] as in Definition 4, and assume that there exists an associated family of
transported weights (ϑi)i∈{1,...,P} with velocity field B. Finally, let (ξi,j)i6=j∈{1,...,P}
be a family of compactly supported vector fields such that

ξi,j ∈ C0([0, T ′];C1
cpt(Rd;Rd)).

Then, the bulk error functional Evolume[χ|χ̄] from (8) is subject to the identity

Evolume[χ|χ̄](T ) = Evolume[χ|χ̄](0) +Rvolume(49)

for almost every T ∈ [0, T ′]. Here, we made use of the abbreviation

Rvolume := −
P∑

i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ϑi(B · ξi,j − Vi,j) dHd−1 dt

−
P∑

i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ϑiB · (ni,j − ξi,j) dHd−1 dt

+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi − χ̄i)ϑi(∇ ·B) dxdt

+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi − χ̄i)(∂tϑi + (B · ∇)ϑi) dxdt.

Denote for i, j ∈ {1, . . . , P} with i 6= j and t ∈ [0, T ′] by Īi,j(t) := ∂Ω̄i(t) ∩ ∂Ω̄j(t)
the interfaces associated with Ω̄. Then, the identity (49) may be upgraded to the
estimate

Evolume[χ|χ̄](T )

≤ Evolume[χ|χ̄](0) + δ

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

|B · ξi,j − Vi,j |2 dHd−1 dt(50)

+
C

δ

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

dist2(·, Īi,j) ∧ 1 dHd−1 dt

+
C

δ

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

1− ni,j · ξi,j dHd−1 dt

+ C

P∑
i=1

ˆ T

0

Evolume[χ|χ̄](t) dt

valid for almost every T ∈ [0, T ′], all δ ∈ (0, 1] and a constant C > 0 that is
independent of δ.

Proof. We split the proof into two steps.
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Proof of (49). To compute the time evolution, note that the sign conditions on ϑi
from Definition 4 of a family of transported weights is precisely what is needed to
have

Evolume[χ|χ̄](T ) =

P∑
i=1

ˆ
Rd

(χi(·, T )−χ̄i(·, T ))ϑi(·, T ) dx.

Hence, we may make use of the evolution equations (17b) for the indicator func-
tions χi of the BV solution which together with ∂tχ̄i � |∇χ̄i| and ϑi = 0 on
supp |∇χ̄i| (see Definition 4) yields for almost every T ∈ [0, T ′]

Evolume[χ|χ̄](T )

= Evolume[χ|χ̄](0) +

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)∂tϑi dxdt+

P∑
i=1

ˆ T

0

ˆ
Rd

Viϑi d|∇χi|dt.

We next use the convention (22) and rewrite

P∑
i=1

ˆ T

0

ˆ
Rd

Viϑi d|∇χi|dt =

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ϑiVi,j dH1 dt.

Furthermore, by adding and subtracting (B ·∇)ϑi, an integration by parts, the fact
that ϑi = 0 on supp |∇χ̄i| (see Definition 4), and the definition (21) of the measure
theoretic unit normal, we obtain

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)∂tϑi dx dt

= −
P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)(B · ∇)ϑi dx dt+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)(∂tϑi+(B · ∇)ϑi) dxdt

= −
P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)∇ · (ϑiB) dx dt+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)ϑi(∇ ·B) dx dt

+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)(∂tϑi+(B · ∇)ϑi) dx dt

=

P∑
i=1

ˆ T

0

ˆ
Rd

∇χi
|∇χi|

· ϑiB d|∇χi|dt+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)ϑi(∇ ·B) dxdt

+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)(∂tϑi+(B · ∇)ϑi) dxdt

= −
P∑

i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ϑiB · ξi,j dH1 dt

−
P∑

i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ϑiB · (ni,j−ξi,j) dH1 dt

+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)ϑi(∇ ·B) dx dt
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+

P∑
i=1

ˆ T

0

ˆ
Rd

(χi−χ̄i)(∂tϑi+(B · ∇)ϑi) dxdt

for almost every T ∈ [0, T ′]. The combination of the previous three displays thus
proves (49) as asserted.

Step 2: Proof of (50). Starting point is of course (49) meaning that we need
to estimate the term Rvolume. First, we may infer based on the bound (7) on
the advective derivative of the transported weights ϑi, the bound |B| ≤ C (see
Definition 4), Hölder’s and Young’s inequality as well as the bound (45) that the
estimate

|Rvolume| ≤ δ
P∑

i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

|B · ξi,j − Vi,j |2 dHd−1 dt

+
C

δ

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

ϑ2
i dHd−1 dt

+
C

δ

P∑
i,j=1,i6=j

ˆ T

0

ˆ
Ii,j(t)

1− ni,j · ξi,j dHd−1 dt

+ C

P∑
i=1

ˆ T

0

Evolume[χ|χ̄](t) dt

holds true, uniformly over all δ ∈ (0, 1). As ϑi = 0 on supp |∇χ̄i|, ϑi ∈W 1,∞
x,t (Rd ×

[0, T ′]; [−1, 1]) and ∂Ω̄i is Lipschitz (see Definition 4), we may further estimate

ϑ2
i ≤ C(dist2(·, ∂Ω̄i) ∧ 1) ≤ C(dist2(·, Īi,j) ∧ 1)

for all phases i, j ∈ {1, . . . , P} with i 6= j. This, however, concludes the proof. �

We have everything in place to lift the quantitative inclusion principle from
Theorem 3 to the conditional weak-strong uniqueness principle of Proposition 5
(with an associated conditional stability estimate).

Proof of Proposition 5. As our assumptions entail the applicability of Theorem 3
(which only requires the existence of a gradient flow calibration ((ξi)i∈{1,...,P}, B)

with respect to Ω̄), the stability estimate (6) concerning the interface error applies.
Recall from (4b) that dist2(·, Īi,j) ∧ 1 ≤ C(1 − |ξi,j |) for all i, j ∈ {1, . . . , P} with
i 6= j. Inserting these bounds into the corresponding right hand side terms of (50),
we obtain

Evolume[χ|χ̄](T ′) ≤ Evolume[χ|χ̄](0) + CeCT
′
E[χ|ξ](0) + C

ˆ T ′

0

Evolume[χ|χ̄](t) dt

for almost every T ′ ∈ [0, T ]. The stability estimate (9) for the bulk error is now a
direct consequence of Gronwall’s lemma.

It remains to prove the conditional weak-strong uniqueness statement. To this
end, note first that χ(·, 0) = χ̄(·, 0) almost everywhere in Rd entails E[χ|ξ](0) = 0
and Evolume[χ|χ̄](0) = 0 as a consequence of the respective definitions (5) and (8).
In view of the stability estimate (9), this directly implies Evolume[χ|χ̄](T ′) = 0 for
almost every T ′ ∈ [0, T ]. It then follows from the coercivity properties of a family
of transported weights (see Definition 4) that χ(·, T ′) = χ̄(·, T ′) almost everywhere



44 JULIAN FISCHER, SEBASTIAN HENSEL, TIM LAUX, AND THERESA M. SIMON

in Rd for almost every T ′ ∈ [0, T ]. This, however, is the desired weak-strong
uniqueness principle. �

4.4. Weak-strong uniqueness and stability for varifold-BV solutions. Be-
fore proceeding with the proof of Theorem 19, let us collect some additional com-
patibility properties of the varifold Vt and the indicator functions χi that may be
inferred from Definition 18. First, observe that given a varifold-BV solution (V, χ),
for each i ∈ {1, . . . , P} and a.e. t ∈ (0,∞) the Radon–Nikodym derivative

ρi(·, t) :=
d|∇χi(·, t)|

dµt
∈ [0, 1](51)

exists. Since V is a family of integral varifolds and since
∑P
i=1 |∇χi| ≤ 2Hd−1, for

a.e. t ∈ (0,∞) it holds that for µt-a.e. x ∈ Rd

either
1

2

P∑
i=1

ρi(x, t) = 1 or
1

2

P∑
i=1

ρi(x, t) ≤
1

2
holds true.(52)

Finally, since µtx{ 1
2

∑P
i=1 ρi(·, t) = 1} = Hd−1x

(
{ 1

2

∑P
i=1 ρi(·, t) = 1}∩

⋃
i 6=j Ii,j(t)

)
and Vt is rectifiable for a.e. t ∈ (0,∞), it follows that
(53)

Vtx
{1

2

P∑
i=1

ρi(·, t) = 1
}

=
1

2

P∑
i=1

(
supp |∇χi(·, t)|x

{1

2

P∑
i=1

ρi(·, t)=1
}
⊗
(
δTand−1

x (supp |∇χi(·,t)|)
)
x∈supp |∇χi(·,t)|

)
for a.e. t ∈ (0,∞). In particular, from Brakke’s perpendicularity theorem it follows
for a.e. t ∈ (0,∞) that

h(·, t) =
(
h(·, t) · ∇χi(·, t)

|∇χi(·, t)|

) ∇χi(·, t)
|∇χi(·, t)|

(54)

Hd−1-a.e. on { 1
2

∑P
i=1 ρi(·, t) = 1} ∩ supp |∇χi(·, t)| for all i ∈ {1, . . . , P}.

We now have all the ingredients for the proof of Theorem 19.

Proof of Theorem 19. We first prove the estimate

E[V, χ|ξ](T ) ≤ eCtE[V, χ|ξ](0).

As usual, the Gronwall inequality reduces this task to establishing the bound

E[V, χ|ξ](T ′) ≤ E[V, χ|ξ](0) + C

ˆ T ′

0

E[V, χ|ξ](t) dt(55)

for a.e. T ′ ∈ (0, T ) and for some constant C = C(ξ,B) > 0. The proof of this
estimate can be reduced to the computation in the case of BV solutions as follows.
Step 1: Error control by relative entropy. By (51) and (52), we obtain

E[V, χ|ξ](t) = 2

ˆ
Rd

1− 1

2

P∑
i=1

ρi(·, t) dµt +

P∑
i,j=1, i 6=j

ˆ
Ii,j(t)

1− ni,j · ξi,j dHd−1

≥
ˆ
Rd∩{ 1

2

∑P
i=1 ρi(·,t)≤

1
2}

1 dµt +

P∑
i,j=1, i 6=j

ˆ
Ii,j(t)

1− ni,j · ξi,j dHd−1
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for a.e. t ∈ (0, T ). Hence, E[V, χ|ξ] inherits all of the coercivity properties from the
BV case and in addition controls the measure of higher multiplicity areas.

Step 2: Dissipation control. Define Vi(·, t) := −h(·, t) · ∇χi(·,t)
|∇χi(·,t)| for all i ∈

{1, . . . , P} and a.e. t ∈ (0,∞). Again by (51) and (52), and this time also relying
on (54), we then estimate

− 2

ˆ
Rd

|h(·, t)|2 dµt

= −2

ˆ
Rd

|h(·, t)|2
(

1− 1

2

P∑
i=1

ρi(·, t)
)

dµt −
P∑
i=1

ˆ
Rd

|Vi(·, t)|2 d|∇χi(·, t)|

≤ −
ˆ
Rd∩{ 1

2

∑P
i=1 ρi(·,t)≤

1
2}
|h(·, t)|2 dµt −

P∑
i=1

ˆ
Rd

|Vi(·, t)|2 d|∇χi(·, t)|

for a.e. t ∈ (0, T ).
Step 3: From BV to varifold mean curvature. We first bound by means of (52),

(53) and Step 1

−
P∑
i=1

ˆ
Rd

(
Id− ∇χi(·, t)

|∇χi(·, t)|
⊗ ∇χi(·, t)
|∇χi(·, t)|

)
: ∇B d|∇χi(·, t)|

≤ −2

ˆ
Rd×G(d,d−1)

IdG(d,d−1) : ∇B dVt + CE[V, χ|ξ](t)

for a.e. t ∈ (0, T ). We then proceed using (25a), Hölder’s and Young’s inequality,
Step 1, the identity (54), and finally the definition of Vi from Step 2 to obtain

−
P∑
i=1

ˆ
Rd

(
Id− ∇χi(·, t)

|∇χi(·, t)|
⊗ ∇χi(·, t)
|∇χi(·, t)|

)
: ∇B d|∇χi(·, t)|

≤ −
P∑
i=1

ˆ
Rd

Vi(·, t)
∇χi(·, t)
|∇χi(·, t)|

·B d|∇χi(·, t)|+
1

2

ˆ
Rd∩{ 1

2

∑P
i=1 ρi(·,t)≤

1
2}
|h(·, t)|2 dµt

+ CE[V, χ|ξ](t)

for a.e. t ∈ (0, T ).
Step 4: Conclusion. In summary, it follows from the dissipation estimate (25b),

the transport equation (25d) in form of ∂tχi = Vi|∇χi|, and the previous three
steps that

E[V, χ|ξ](T ′) ≤ E[V, χ|ξ](0)− 1

2

ˆ T ′

0

ˆ
Rd∩{ 1

2

∑P
i=1 ρi≤

1
2}
|h|2 dµt dt

+ C

ˆ T ′

0

E[V, χ|ξ](t) dt

−
P∑
i=1

ˆ T ′

0

ˆ
Rd

|Vi|2 d|∇χi|dt

− 2

P∑
i=1

ˆ T ′

0

ˆ
Rd

Vi(∇ · ξi) d|∇χi|dt
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−
P∑
i=1

ˆ T ′

0

ˆ
Rd

Vi
∇χi
|∇χi|

·B d|∇χi|dt

+

P∑
i=1

ˆ T ′

0

ˆ
Rd

(
Id− ∇χi
|∇χi|

⊗ ∇χi
|∇χi|

)
: ∇B d|∇χi|dt

+ 2

P∑
i=1

ˆ T ′

0

ˆ
Rd

∇χi
|∇χi|

· ∂tξi d|∇χi|dtdt

for a.e. T ′ ∈ (0, T ). From here on, one may estimate the last five terms by following
the corresponding computations in the case of BV solutions line by line.

By similar arguments, one may lift the BV computation for the bulk error func-
tional to the case of a varifold solution in the sense of Stuvard and Tonegawa [51]
to establish the bound (9). Details in this direction are left to the interested reader.
We only remark that the additional dissipation control on higher multiplicity areas
as provided by the second right hand side term of the last display is crucial. �

5. Gradient flow calibrations at a smooth manifold

The aim of this section is to construct a gradient flow calibration in the simple
situation of one single connected manifold (with or without boundary) evolving
by mean curvature, see Lemma 22 for the main result of this section. For the
sake of simplicity, we stick to the case d = 2, but the construction in this section
immediately carries over to arbitrary dimensions.

In terms of a gradient flow calibration for a whole network of interfaces in the
sense of Definition 2, the vector fields constructed in Lemma 22 provide the local
building block at a smooth two-phase interface of the network. These vector fields
therefore only live in a small tubular neighborhood of the evolving interface, so that
in the case of general networks a suitable localization in terms of a family of cutoff
functions will be necessary. We defer these considerations to Section 7.1.

First, we provide the precise setting of this section by giving a suitable notion of
neighborhood for a single space-time connected component of the evolving network
of interfaces.

Definition 21. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Fix
phases i, j ∈ {1, . . . , P} with i 6= j such that Īi,j =

⋃
t∈[0,T ] Īi,j(t)×{t} is a non-

trivial interface (possibly with boundary). A scale ri,j ∈ (0, 1] is called an admissible
localization radius for the interface Īi,j if for all t ∈ [0, T ] the following two ball
conditions are satisfied:

i) For each interior point x ∈ Īi,j(t) it holds B2ri,j (x±2ri,j n̄i,j(x, t)) ∩ Īi,j(t) =
{x}.

ii) In addition, for a boundary point x ∈ ∂Īi,j(t) (i.e., a triple junction) de-
note by t̄i,j(x, t) the tangent at x pointing away from the curve Īi,j(t), and
by Ht̄i,j (x, t) the half-space {y ∈ R2 : (y − x) · t̄i,j(x, t) > 0}. We then require

that B2ri,j (y) ∩ Īi,j(t) = {x} for all y ∈ ∂B2ri,j (x) ∩Ht̄i,j (x, t).

It follows from our regularity requirements in Definition 16 that an admissible
localization radius always exists. Moreover,

Ψi,j : Īi,j × (−ri,j , ri,j)→ R2 × [0, T ], (x, t, s) 7→ (x+ sn̄i,j(x, t), t)(56)
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defines a bijective map onto its image

im(Ψi,j) := Ψi,j(Īi,j×(−ri,j , ri,j))

=
⋃

t∈[0,T ]

({
dist(·, Īi,j(t)) < ri,j

}
\

⋃
x∈∂Īi,j(t)

(
Ht̄i,j (x, t) ∩Bri,j (x)

))
× {t},(57)

and the inverse map is a diffeomorphism of class (C0
t C

4
x ∩ C1

t C
2
x)(im(Ψi,j)). We

may further split the inverse of the diffeomorphism (56) as follows:

Ψ−1
i,j : im(Ψi,j)→ Īi,j × (−ri,j , ri,j), (x, t) 7→

(
Pi,j(x, t), t, si,j(x, t)

)
where the map si,j : im(Ψi,j)→ (−ri,j , ri,j) represents a signed distance function

si,j(x, t) :=

{
dist(x, Īi,j(t)), (x, t) ∈ Ψi,j

(
Īi,j×[0, ri,j)

)
,

−dist(x, Īi,j(t)), (x, t) ∈ Ψi,j

(
Īi,j×(−ri,j , 0)

)
,

(58)

and the map Pi,j : im(Ψi,j)→
⋃
t∈[0,T ] Īi,j(t) represents in each time slice the pro-

jection onto the nearest point on the interface in the sense that

Pi,j(x, t) := PĪi,j(t)(x) = arg min
y∈Īi,j(t)

|y − x|, (x, t) ∈ im(ΨĪi,j ).(59)

Note that we have the identity

Pi,j(x, t) = x− si,j(x, t)n̄i,j
(
Pi,j(x, t), t

)
∈ Īi,j(t), (x, t) ∈ im(Ψi,j).(60)

As a consequence of our regularity assumptions on Īi,j , see again Definition 16,
we also know that (for the former, one may consult Lemma 23 below)

si,j ∈ (C0
t C

5
x ∩ C1

t C
3
x)(im(Ψi,j)), Pi,j ∈ (C0

t C
4
x ∩ C1

t C
2
x)(im(Ψi,j)).(61)

We may now introduce extensions of the unit normal n̄i,j and the scalar mean
curvature Hi,j (oriented with respect to n̄i,j) of the interface Īi,j to the space-time
domain im(Ψi,j). Slightly abusing notation, we define

n̄i,j : im(Ψi,j)→ S1, (x, t) 7→ ∇si,j(x, t),(62)

Hi,j : im(Ψi,j)→ R, (x, t) 7→ (−∆si,j)(Pi,j(x, t), t).(63)

We note as a consequence of the definitions that

n̄i,j ∈ (C0
t C

4
x ∩ C1

t C
2
x)(im(Ψi,j)), Hi,j ∈ (C0

t C
3
x ∩ C1

t C
1
x)(im(Ψi,j)).(64)

The following result provides a (two-phase version of a) gradient flow calibration
for a single connected interface. Note that the velocity field B can accomodate
arbitrary tangential components, a fact we will exploit when constructing a velocity
field for general networks in Section 7.

Lemma 22. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong solution to
multiphase mean curvature flow in the sense of Definition 16. Fix i, j ∈ {1, . . . , P}
with i 6= j such that Īi,j =

⋃
t∈[0,T ] Īi,j(t)×{t} is a non-trivial interface. Let

ri,j ∈ (0, 1] be an admissible localization radius for Īi,j in the sense of Defini-
tion 21. Fix a space-time connected component (of which there are finitely many)
T =

⋃
t∈[0,T ] T (t)×{t} ⊂ Īi,j of the interface Īi,j. Denote by ΨT the restric-

tion of the diffeomorphism (56) to T ×(−ri,j , ri,j), and its image by im(ΨT ) :=
ΨT (T ×(−ri,j , ri,j)).
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Let γ ∈ C0
t C

2
x(im(ΨT )) be an arbitrary map, and define the tangent vector field

τ̄i,j := JTn̄i,j : im(Ψi,j)→ S1, τ̄i,j ∈ (C0
t C

4
x ∩ C1

t C
2
x)(im(Ψi,j)),(65)

where J denotes the counter-clockwise rotation by 90◦. Then the vector fields
ξi,j : im(ΨT )→ S1 and B : im(ΨT )→ R2 given by

ξi,j := n̄i,j ,(66)

B := Hi,j n̄i,j + γτ̄i,j(67)

satisfy ξi,j ∈ (C0
t C

4
x ∩ C1

t C
2
x)(im(ΨT )), B ∈ C0

t C
2
x(im(ΨT )), with corresponding

quantitative estimates

rki,j |∇kξi,j | ≤ C, k ∈ {0, 1, . . . , 4},(68)

rk+2
i,j |∂t∇

kξi,j | ≤ C, k ∈ {0, 1, 2},(69)

rki,j |∇kB| ≤ Cr−1
i,j + C

k∑
l=0

rli,j |∇lγ|, k ∈ {0, 1, 2},(70)

throughout the space-time domain im(ΨT ). Moreover, it holds

∂tsi,j + (B · ∇)si,j = 0,(71)

∂tξi,j + (B · ∇)ξi,j + (∇B)Tξi,j = 0,(72)

ξi,j · ∂tξi,j + ξi,j · (B · ∇)ξi,j = 0,(73)

|B · ξi,j +∇ · ξi,j | ≤ Cr−2
i,j dist(·, Īi,j)(74)

throughout the space-time domain im(ΨT ). The constant in the estimates (68),
(69), (70) and (74) is independent of ri,j.

Furthermore, if we choose γ to satisfy

n̄i,j · ∇γ = γHi,j − (τ̄i,j · ∇)Hi,j(75)

on the interface Īi,j, we have the additional property∣∣∇B :
(
ξi,j ⊗ Jξi,j + Jξi,j ⊗ ξi,j

)∣∣+ |∇B : ξi,j ⊗ ξi,j | ≤ C dist(x, Īi,j(t)).(76)

Proof. For ease of notation, we omit all indices, superscripts, and arguments for
the rest of the proof unless specifically required otherwise. Since Ψ represents
in each time slice a tubular neighborhood diffeomorphism on scale r ∈ (0, 1],
we have maxk=0,...,5 r

k|∇ks| ≤ Cr throughout im(Ψ). From the definitions (62),
(65), (63) and (60), we then deduce maxk=0,...,4 r

k(|∇kn̄|+|∇k τ̄ |+|∇kP |) ≤ C and
maxk=0,...,3 r

k|∇kH| ≤ Cr−1. Due to (77) and (79), it holds ∂ts = −H. Hence,
maxk=0,...,3 r

k+2|∂t∇ks| ≤ Cr, maxk=0,1,2 r
k(|∂t∇kn̄|+|∂t∇k τ̄ |+|∂t∇kP |) ≤ C and

finally maxk=0,1 r
k+2|∂t∇kH| ≤ Cr−1. The estimates (68)–(70) now directly follow

from the definitions (66)–(67).
It follows from (77) and (79) below, as well as from the orthogonality τ̄ ·n̄ = 0 that

the tangential term in the definition of B does not have an effect on the transport
equation (77) for the signed distance s, i.e., we have

∂ts = −
(
Hn̄ · ∇

)
s = −

(
B · ∇

)
s.

We may take the gradient of this identity so that by definition of ξ we have

∂tξ = ∇∂ts = −
(
B · ∇

)
ξ −

(
∇B

)T
ξ,
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which proves (72). The validity of (73) is evident from the fact that |ξ|2 ≡ 1.
For the identity (74), note first that B · ξ = n̄ · ξ = H as a consequence of the
orthogonality τ̄ · n̄ = 0. By definition (62) and definition (66), it holds ∇ · ξ = ∆s.
Hence, B · ξ = H = −∇ · ξ +O(r−2 dist(·, Ī)) in view of the definition (64) and the
regularity estimates for the signed distance. This concludes the proof upon noticing
that (76) follows by a straightforward computation. �

The preceding result relies on a number of well-known properties of the signed
distance and the nearest point projection. For further reference, we present them
here in a separate statement.

Lemma 23. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong solution to
multiphase mean curvature flow in the sense of Definition 16. Fix i, j ∈ {1, . . . , P}
with i 6= j such that Īi,j =

⋃
t∈[0,T ] Īi,j(t)×{t} is a non-trivial interface. Let ri,j ∈

(0, 1] be an admissible localization radius for Īi,j in the sense of Definition 21.

Then si,j ∈ (C0
t C

5
x ∩ C1

t C
3
x)(im(Ψi,j)). The time evolution of the signed dis-

tance si,j is moreover given by transport along the flow of the mean curvature vector
field in the sense that we have

∂tsi,j = −
(
Hi,j n̄i,j · ∇

)
si,j throughout im(Ψi,j).(77)

The gradient of the projection map (60) is given by

∇Pi,j = τ̄i,j ⊗ τ̄i,j − si,j∇n̄i,j throughout im(Ψi,j).(78)

Finally, for all (x, t) ∈ im(Ψi,j) the derivatives of the signed distance si,j are subject
to the relations

∇si,j(x, t) = ∇si,j(y, t)|y=Pi,j(x,t) = n̄i,j(x, t),(79)

∇si,j(x, t) · ∂t∇si,j(x, t) = 0,(80) (
∇si,j(x, t) · ∇

)
∇si,j(x, t) = 0,(81)

∂tsi,j(x, t) = ∂tsi,j(y, t)|y=Pi,j(x,t).(82)

Proof. The representation of si,j as a component of the inverse of Ψi,j initially

gives the regularity si,j ∈ (C0
t C

4
x ∩ C1

t C
2
x)(im(Ψi,j)). A proof of the well-known

identities (77)–(82) was given for instance in [26, Lemma 10] with the only difference
being the precise form of the normal velocity of the evolving family of interfaces.
Note that for instance (80) and (81) follow immediately from differentiating the
constraint |∇si,j |2 = 1 with respect to time and space, respectively. The higher
regularity for the signed distance si,j and its time derivative ∂tsi,j finally follows
from (64) and the identity (79). �

6. Gradient flow calibrations at a triple junction

The aim of this section is to construct a gradient flow calibration in the model
case of three regular interfaces meeting at a single triple junction. The space-time
trajectory of such a triple junction will be denoted by T =

⋃
t∈[0,T ] T (t)×{t} where

T (t) ⊂ R2 is a singleton for all t ∈ [0, T ]. For simplicity, we assume throughout
the section that the triple junction consists of interfaces between the phases 1, 2,
and 3. We will also use cyclical indices i = 1, 2, 3 throughout the section, i. e. for
simplicity we identify i = 0 with i = 3, i = 4 with i = 1, and so on; for instance,
we may write ξ0,1 instead of ξ3,1 etc.
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Similar to the previous one, the constructions provided in this section are local
in the sense that they are restricted to a sufficiently small space-time neighborhood
of the evolving triple junction T . We first formalize this by introducing the notion
of an admissible localization radius r = rT ∈ (0, 1] for the triple junction T in
Definition 24. We then state the main result of this section, Proposition 26, which
provides all relevant properties of the constructed calibrations.

The construction of a calibration ξi,j for i, j ∈ {1, 2, 3} with i 6= j along with
an associated velocity field B proceeds in three steps. First, we extend the normal

of the interface Īi,j of the strong solution to auxiliary vector fields ξ̃i,j defined on
the natural domain Hi,j := im(Ψi,j) ∩

⋃
t∈[0,T ]Br(T (t))×{t}, see Figure 11a, on

which the nearest point-projection onto Īi,j is well-defined and regular; see Defini-

tion 21 and the subsequent discussion. One should think of ξ̃i,j as the main building
block for the vector field ξi,j on the domain Hi,j containing the corresponding in-
terface Īi,j . Similarly, we also construct auxiliary velocity fields Bi,j on Hi,j by
choosing its normal component as an extension of the scalar mean curvature Hi,j

of the interface Īi,j . However, let us emphasize that we do not define ξ̃i,j by just
extending the unit normal vector field of Īi,j using the nearest point projection;
indeed, to satisfy certain compatibility conditions, a more refined choice becomes
necessary, see below for a more detailed discussion.

In the second step, we aim to identify a candidate vector field for the definition
of ξi,j outside of its natural domain of definition Hi,j . The guiding principle is to
make sure that the Herring angle condition at the triple junction

σ1,2n̄1,2 + σ2,3n̄2,3 + σ3,1n̄3,1 = 0,(83)

is satisfied by the calibrations (ξ1,2, ξ2,3, ξ3,1) in the whole neighborhood of the triple
junction:

σ1,2ξ1,2 + σ2,3ξ2,3 + σ3,1ξ3,1 = 0.(84)

This allows us to define vector fields (ξ1, ξ2, ξ3) such that σi,i+1ξi,i+1 = ξi − ξi+1

holds true for all cyclical indices i = 1, 2, 3. The latter identity in turn is precisely
the property of gradient flow calibrations necessary to differentiate the relative
entropy functional in time, see for example equation (3).

In order to achieve (84) we note that it represents an angle condition. As the
union of the domains Hi,i+1 for i = 1, 2, 3 covers a neighborhood of the triple
junction, see Figure 10a, we would like to define ξi+1,i−1 and ξi−1,i on Hi,i+1 by

simply rotating ξ̃i,i+1, see Figure 10c.
However, as these domains overlap, see Figure 11a, we will have to interpolate

between the competing definitions of the calibrations and velocities. To this end,
we partition the neighborhood of the triple junction into six wedges centered at the
triple junction as indicated in Figure 11b, three of which are denoted by Wi,j = Wj,i

and the remaining three by Wi. We require that Br(T (t))∩Īi,j ⊂Wi,j∪T (t) ⊂ Hi,j ,
see Figure 11b, the first inclusion corresponding to a geometric smallness condition
for the interfaces away from the triple junction. For the remaining three wedges
it is required that Wi ⊂

⋂
j 6=iHi,j , see again Figure 11b. We will refer to these

wedges as interpolation wedges since on them we will interpolate between the two
competing definitions for ξi,i+1 and B.

It turns out that in order to preserve our gradient flow calibration properties (94)
and (95) during the gluing construction, we need C1 compatibility of these three
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a)

Ω̄1

Ω̄2

Ω̄3

Ī3,1

Ī1,2

Ī2,3

b)

W1

W2

W3

W1,2

W2,3

W3,1

Figure 11. a) Sketch of a triple junction with phases Ω̄1, Ω̄2, and
Ω̄3; and the corresponding interfaces. The bottom left to top right
hatched region is the domain H1,2, the horizontally hatched region
is H2,3, and the top left to bottom right hatching represents H3,1.
b) The interpolation wedges, shown as hatched, are given by W1,
W2 and W3. The remaining wedges W1,2, W2,3 and W3,1 contain
the corresponding interfaces.

constructions of the vector field ξi,i+1 and the velocity field B at the triple junction.
As we shall see, this necessitates a Taylor expansion ansatz for the construction of
the vector fields ξi,i+1: While for a two-phase interface we were able to define
ξi,i+1 by extending the unit normal vector field ni,i+1 of the interface Īi,i+1 by
orthogonal projection, even in the wedge Wi,i+1 (where the projection onto Īi,i+1

is still well-defined) we now need to employ a more general ansatz of the form

ξ̃i,i+1(x, t) :=
(

1− 1

2
α̂2
i,i+1(PĪi,i+1

x, t)s2
i,i+1(x, t)

)
n̄i,i+1(PĪi,i+1

x, t)

+ α̂i,i+1(PĪi,i+1
x, t)si,i+1(x, t)τ̄i,i+1(PĪi,i+1

x, t)

for a suitably chosen function α̂i,i+1 (and with si,i+1 denoting the signed distance
to the interface Īi,i+1 and τ̄i,i+1 := JTn̄i,i+1). Note that the ansatz in particular
features first-order terms in the (signed) distance to the interface (the role of the
term involving s2

i,i+1 being just that of an approximate normalization of the over-
all vector). It will turn out that for a suitable choice of the (a priori arbitrary)
values of α̂i,i+1 at the triple junction, our ansatz ensures that the three values of

∇ξ̃i,i+1 according to the three definitions of ξi,i+1 in the wedges Wi,i+1, Wi−1,i, and
Wi+1,i+2 coincide at the triple junction. To see this, we also exploit the compati-
bility conditions satisfied by a strong solution to multiphase mean curvature flow
at the triple junction.

Concerning the transport velocity field B, we observe that only its normal com-
ponent B · n̄i,i+1 is defined naturally on the interface Īi,i+1 of the strong solution,
being given there by the mean curvature Hi,i+1 of the interface. Again, we shall
require C1 compatibility at the triple junction for the three different constructions.
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This motivates the ansatz in the wedge Wi,i+1

B̃(i,i+1)(x, t) := Hi,i+1(PĪi,i+1
x, t)n̄i,i+1(PĪi,i+1

x, t)

+ α̂i,i+1(PĪi,i+1
x, t)τ̄i,i+1(PĪi,i+1

x, t)

+ βi,i+1(PĪi,i+1
x, t)si,i+1(x, t)τ̄i,i+1(PĪi,i+1

x, t)

(it turns out that a term of the form si,i+1n̄i,i+1 is not needed). By a suitable
choice of the τ̄i,i+1 · ∇α̂i,i+1 and the βi,i+1 at the triple junction, using also again
the compatibility conditions for the strong solution at the triple junction, we can
again achieve compatibility of the three definitions of B and∇B in the three wedges
Wi,i+1, Wi−1,i, Wi+1,i+2.

Definition 24. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Let
T =

⋃
t∈[0,T ] T (t)×{t} be an evolving triple junction present in the network of in-

terfaces of Ω̄, and assume for simplicity that it is formed by the phases 1, 2 and 3.
For each i ∈ {1, 2, 3}, denote by Ti,i+1 =

⋃
t∈[0,T ] Ti,i+1(t)×{t} the unique space-

time connected component of Īi,i+1 with an endpoint at the triple junction, and
let ri,i+1 ∈ (0, 1] be an admissible localization radius for the interface Īi,i+1 in the
sense of Definition 21.

We call a scale r = rT ∈ (0, r1,2 ∧ r2,3 ∧ r3,1] an admissible localization radius
for the triple junction T if there exists a wedge decomposition of the space-time
neighborhood Ur :=

⋃
t∈[0,T ]Br(T (t))×{t} of the triple junction in the following

precise sense:

i) For each i ∈ {1, 2, 3} there exist sets Wi,i+1 :=
⋃
t∈[0,T ]Wi,i+1(t)×{t} and

Wi :=
⋃
t∈[0,T ]Wi(t)×{t} (in order to not rely on cyclical notation in later

sections, we also define Wi+1,i := Wi,i+1 for all i ∈ {1, 2, 3}) subject to the
following requirements:

First, for each t ∈ [0, T ] the six sets (Wi,i+1(t))i∈{1,2,3} and (Wi(t))i∈{1,2,3}
are pairwise disjoint, non-empty open subsets of Br(T (t)) such that⋃

i∈{1,2,3}

Wi,i+1(t) ∪Wi(t) = Br(T (t)).(85)

Second, there exist six time-dependent unit vectors (Xi
i,i+1, X

i+1
i,i+1)i∈{1,2,3}

of class C1([0, T ]) such that for all i ∈ {1, 2, 3} and all t ∈ [0, T ] we have

Wi,i+1(t) =
(
T (t)+

{
γ1X

i
i,i+1(t)+γ2X

i+1
i,i+1(t) : γ1, γ2 ∈ (0,∞)

})
∩Br(T (t)),(86)

Wi(t) =
(
T (t)+

{
γ1X

i
i,i+1(t)+γ2X

i
i−1,i(t) : γ1, γ2 ∈ (0,∞)

})
∩Br(T (t)).(87)

For all i ∈ {1, 2, 3}, the scalar products Xi
i,i+1 ·X

i+1
i,i+1 ∈ (0, 1) and Xi

i,i+1 ·Xi
i−1,i

are constant in time, and their values only depend on the surface tensions.
Third, we require that for all i ∈ {1, 2, 3} and all t ∈ [0, T ] it holds

Br(T (t)) ∩ Ti,i+1(t) ⊂Wi,i+1(t) ∪ T (t) ⊂ Hi,i+1(t),(88)

Wi(t) ⊂ Hi,i+1(t) ∩Hi,i−1(t),(89)

with the space-time domains Hi,i+1 :=
⋃
t∈[0,T ] Hi,i+1(t)×{t} being defined by

Hi,i+1(t) := {x ∈ R2 : (x, t) ∈ im(Ψi,i+1)} ∩Br(T (t)), t ∈ [0, T ].
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ii) There exists a constant C = C(σ) > 0 depending only on the surface tensions
such that for all i ∈ {1, 2, 3}

max{dist(·, T ),dist(·, Īi,i+1),dist(·, Īi−1,i)} ≤ C min
j=1,2,3

dist(·, Īj,j+1) in Wi,(90)

dist(·, Īi,i+1) ≤ C min
j=1,2,3

dist(·, Īj,j+1) in Wi,i+1,(91)

dist(x, T ) ≤ C dist(·, Īi,i+1) in Wi−1,i ∪Wi+1,i−1.(92)

In view of the properties (86)–(89), we call each Wi,i+1 an interface wedge, and
each Wi an interpolation wedge.

The following lemma ensures the existence of an admissible localization radius
for a triple junction of the strong solution; in particular, that we can indeed find
wedges with the desired properties. Its proof is deferred to the end of Subsection 6.2.

Lemma 25. Let the assumptions of Definition 24 be in place. Then there exists
an admissible localization radius for the triple junction T . In fact, one may choose
r = 1

C (r1,2 ∧ r2,3 ∧ r3,1) for a constant C = C(σ) ≥ 1 depending only on the surface
tensions at the triple junction.

As a final remark concerning the construction of the calibrations and the veloc-
ity, one has to make sure that they have sufficiently high regularity at the triple

junction. Naively, one might choose the auxiliary vector fields ξ̃i,j as in the case

of a single connected interface from the previous section, i.e., ξ̃i,j := n̄i,j on Hi,j .
However, this ansatz after the rotation and interpolation steps only provides con-
tinuous vector fields ξi,j which in general already fail to be Lipschitz at the triple
junction, as we will see later. Hence, in the first step we will employ a more careful
expansion ansatz in terms of the signed distance function to Īi,j , see (100).

We are now in a position to state the main result of this section, namely the
existence of a gradient flow calibration in the vicinity of an evolving triple junction.

Proposition 26. Let d = 2 and P ∈ N, P ≥ 2. Let (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Let T =⋃
t∈[0,T ] T (t)×{t} be an evolving triple junction present in the network of interfaces

of the strong solution, and assume for simplicity that it is formed by the phases 1, 2
and 3. Let r = rT ∈ (0, 1] be an associated admissible localization radius for the
triple junction T as given by Lemma 25. In particular, for all distinct i, j ∈ {1, 2, 3},
let ri,j be an admissible localization radius for Īi,j in the sense of Definition 21.

Then there exists a constant Ĉ = Ĉ(Ω̄) ≥ 1, depending only on Ω̄ but independent

of (ri,j)i,j∈{1,2,3},i6=j, so that the radius r̂ := Ĉ−1r has the following properties:
Define Ur̂ :=

⋃
t∈[0,T ]Br̂(T (t)) × {t}. For all i, j ∈ {1, 2, 3} with i 6= j, there exist

continuous extensions of the unit-normal vector fields and a continuous velocity
field

ξi,j : Ur̂ → R2, B : Ur̂ → R2,

which are of regularity ξi,j ∈ (C0
t C

2
x∩C1

t C
0
x)(Ur̂ \T ) respectively B ∈ C0

t C
2
x(Ur̂ \T ),

and which are furthermore subject to the following properties:

i) It holds ξi,j(x, t) = n̄i,j(x, t) for all t ∈ [0, T ] and for all x ∈ Ti,j(t)∩Br̂(T (t)),
where Ti,j is the unique space-time connected component of Īi,j with an endpoint
at the triple junction T . We also have |ξi,j(x, t)| = 1 for all (x, t) ∈ Ur̂.
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Expressing the triple junction in form of T (t) = {p(t)}, it holds B(p(t), t) =
d
dtp(t) for all t ∈ [0, T ].

ii) We have the skew-symmetry relation ξi,j = −ξj,i.
iii) The family of vector fields (ξi,j)i 6=j satisfies the Herring angle condition (83)

in the entire neighborhood of the triple junction, i.e., it holds for all (x, t) ∈ Ur̂
σ1,2ξ1,2(x, t) + σ2,3ξ2,3(x, t) + σ3,1ξ3,1(x, t) = 0.(93)

iv) There exists a constant C = C(Ω̄) > 0, depending only on the strong solution Ω̄
but independent of r̂, such that throughout Ur̂ \ T and for all i, j ∈ {1, 2, 3}
with i 6= j, we have the bounds

|∂tξi,j + (B · ∇)ξi,j + (∇B)Tξi,j | ≤ Cr̂−3 dist(·, Īi,j),(94)

|(∇ · ξi,j) +B · ξi,j | ≤ Cr̂−2 dist(·, Īi,j),(95)

ξi,j · ∂tξi,j + ξi,j · (B · ∇)ξi,j = 0,(96)

as well as∣∣∇B :
(
ξi,j ⊗ Jξi,j + Jξi,j ⊗ ξi,j

)∣∣+ |∇B : ξi,j ⊗ ξi,j | ≤ C dist(x, Īi,j(t)).(97)

v) Finally, there exists a constant C = C(Ω̄) > 0, depending only on the strong
solution Ω̄ but independent of r̂, such that

r̂2|∂tξi,j | ≤ C, r̂k|∇kξi,j | ≤ C, k ∈ {0, 1, 2},(98)

r̂k|∇kB| ≤ Cr̂−1, k ∈ {0, 1, 2}(99)

throughout the space-time domain Ur̂ \ T .

6.1. Construction close to individual interfaces. For all what follows in this
subsection, let the assumptions of Proposition 26 and the notation of Section 5 and
Definition 24 be in place. In this subsection, we for i = 1, 2, 3 first introduce the

previously discussed auxiliary vector fields ξ̃i,i+1 as extensions of the normals n̄i,i+1

of the interfaces Īi,j to the domains Hi,i+1.

We would like to define ξ̃i,i+1, and later also a candidate for the velocity field
B, by an expansion ansatz in terms of the signed distance function si,i+1 to the
interface Īi,i+1, see (58). To this end, we introduce two sets of coefficient functions
αi,i+1 and βi,i+1. Recalling the definitions (60), (62), (63), (65), the ansatz for the

extension ξ̃i,i+1 of the normal vector field n̄i,i+1|Īi,i+1
then is

(100)

ξ̃i,i+1(x, t) := n̄i,i+1(x, t)

+ αi,i+1(x, t)si,i+1(x, t)τ̄i,i+1(x, t)

− 1

2
α2
i,i+1(x, t)s2

i,i+1(x, t)n̄i,i+1(x, t).

Furthermore, we set ξ̃i+1,i := −ξ̃i,i+1 for t ∈ [0, T ], x ∈ Hi,i+1(t), and i ∈ {1, 2, 3}.
Apart from the family of vector fields (ξi,j)i 6=j , the notion of gradient flow cali-

brations also requires a suitably defined velocity field B. For its construction in the
vicinity of a triple junction, we introduce in a first step certain auxiliary symmetric

velocity fields B̃(i,j) = B̃(j,i). To this end, we employ the expansion ansatz

(101)

B̃(i,i+1)(x, t) := Hi,i+1(x, t)n̄i,i+1(x, t)

+ αi,i+1(x, t)τ̄i,i+1(x, t)

+ βi,i+1(x, t)si,i+1(x, t)τ̄i,i+1(x, t)
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for every i ∈ {1, 2, 3}, t ∈ [0, T ] and x ∈ Hi,i+1(t). We also set B̃(i+1,i) := B̃(i,i+1).

To complete the definition of ξ̃i,i+1 and B̃(i,i+1), it remains to specify αi,i+1 and
βi,i+1. We construct αi,i+1 as

αi,i+1 : Hi,i+1 → R, (x, t) 7→ α̂i,i+1(Pi,i+1(x, t), t),(102)

being defined by projection onto Īi,i+1 in terms of the solution

α̂i,i+1 :
⋃

t∈[0,T ]

Ti,i+1(t)× {t} → R(103)

to the following ODE posed on the space-time connected component Ti,i+1 of the
interface Īi,i+1 with initial condition at the triple junction T (t) = {p(t)}:{

α̂i,i+1(p(t), t) = τ̄i,i+1(p(t), t) · d
dtp(t)

(τ̄i,i+1(x, t) · ∇) α̂i,i+1(x, t) = H2
i,i+1(x, t), x ∈ Ti,i+1(t).

(104)

Second, we define for each i ∈ {1, 2, 3} the function βi,i+1 : Hi,i+1 → R by means of

βi,i+1 := −αi,i+1Hi,i+1 − (τ̄i,i+1 · ∇)Hi,i+1.(105)

We next briefly present the regularity properties of ξ̃i,i+1.

Lemma 27. Let the assumptions of Proposition 26 be in place, in particular the
notation of Definition 24. For all phases i ∈ {1, 2, 3}, the auxiliary vector field

ξ̃i,i+1 is of class (C0
t C

2
x ∩ C1

t C
0
x)(Hi,i+1). More precisely, we have the estimates

|ξ̃i,i+1|+ ri,i+1|∇ξ̃i,i+1|+ r2
i,i+1

(
|∇2ξ̃i,i+1|+|∂tξ̃i,i+1|

)
≤ C(106)

for some C = C(Ω̄) > 0 only depending on Ω̄ but independent of (ri,j)i,j∈{1,2,3},i6=j.

Proof. Step 1 (Qualitative differentiability): In view of the expansion ansatz (100),
the regularity (61) of the signed distance si,i+1, the regularity (64) of the nor-
mal n̄i,i+1, and the regularity (65) of the tangent τ̄i,i+1, it suffices to prove that

αi,i+1 ∈ (C0
t C

2
x ∩ C1

t C
0
x)(Hi,i+1) to conclude ξ̃i,i+1 ∈ (C0

t C
2
x ∩ C1

t C
0
x)(Hi,i+1).

We start with the time regularity of the initial value of the ODE (104). Using
the evolution equation d

dtp(t) · n̄i,i+1(p(t), t) = Hi,i+1(p(t), t) at the triple junction
we get

d

dt
p(t) = Hi,i+1(p(t), t)n̄i,i+1(p(t), t) +

(
τ̄i,i+1(p(t), t) · d

dt
p(t)

)
τ̄i,i+1(p(t), t)(107)

for i ∈ {1, 2, 3}. Note that this identity is equivalent to the second-order com-
patibility condition (18b). We can now identify the term in the parenthesis as
αi,i+1(p(t), t) due to the intial value of the ODE (104) and multiply the above
equation with the rotation matrix J in order to deduce

−H1,2 τ̄1,2 + α1,2 n̄1,2 = −H2,3 τ̄2,3 + α2,3 n̄2,3 = −H3,1 τ̄3,1 + α3,1 n̄3,1(108)

at the triple junction.
For i 6= j, we then define ci,j := n̄i,i+1(p(t), t) · n̄j,j+1(p(t), t) and di,j :=

n̄i,i+1(p(t), t) · τ̄j,j+1(p(t), t) and notice that they are indeed constant in time due to
only depending on the angles between interfaces determined by the surface tensions.
Furthermore, note |ci,j | < 1 as the surface tensions satisfy the triangle inequality.
Multiplying (108) with the normal n̄i,i+1(p(t), t) thus yields

αi,i+1(p(t), t) = −Hj,j+1(p(t), t)di,j + αj,j+1(p(t), t)ci,j
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for all i 6= j and all t ∈ [0, T ]. Switching the roles of i and j in the previous formula
entails

αi,i+1(p(t), t) = −(1−c2i,j)−1
(
Hj,j+1(p(t), t)di,j +Hi,i+1(p(t), t)di,jci,j

)
(109)

for all i 6= j and all t ∈ [0, T ]. Hence, we deduce t 7→ αi,i+1(p(t), t) ∈ C1([0, T ]).
We proceed by explicitly integrating the ODE (104), and exploiting the regu-

larity (64) of the extended scalar mean curvature Hi,i+1, as well as the regularity
of the space-time curve Ti,i+1. Let us make this argument explicit. To this end,
we first choose a C5 diffeomorphic parametrization γ0 : [0, 1] → Ti,i+1(0) of the
initial curve Ti,i+1(0) such that γ0(0) = p(0), and then define γt(s) := ψt(γ0(s)) for
all (s, t) ∈ [0, 1]×[0, T ] by means of the flow maps from Definition 15. Capturing

orientation by means of the constant c± = τ̄i,i+1(γt(s), t) · ∂sγt(s)|∂sγt(s)| ∈ {±1}, we set

α̃i,i+1(s, t) := τ̄i,i+1(p(t), t) · d

dt
p(t) + c±

ˆ s

0

H2
i,i+1(γt(`), t)|∂sγt(`)|d`(110)

for all (s, t) ∈ [0, 1]×[0, T ], and then have

α̂i,i+1(x, t) = α̃i,i+1

(
(γt)

−1(x), t
)

(111)

for all t ∈ [0, T ] and all x ∈ Ti,i+1(t). The validity of (104) is indeed a simple con-
sequence of the ansatz (110), the definition (111) and the chain rule. The required
regularity αi,i+1 ∈ (C0

t C
2
x ∩ C1

t C
0
x)(Hi,i+1) in turn follows from the regularity (61)

of the projection, the regularity (65) of the tangent, the regularity (64) of the
curvature, and the regularity condition ii) of Definition 15.

Step 2 (Quantitative estimates): Since in each time slice the map Ψi,i+1 from (56)
represents a tubular neighborhood diffeomorphism on scale ri,i+1 ∈ (0, 1], we deduce

rki,i+1|∇ksi,i+1| ≤ Cri,i+1, k ∈ {0, 1, 2, 3, 4, 5},(112)

and thus from the definitions (62) and (65) that

rki,i+1|∇kn̄i,i+1|+ rk|∇k τ̄i,i+1| ≤ C, k ∈ {0, 1, 2, 3, 4}.(113)

The previous estimates in addition entail the following bounds for the nearest-point
projections due to (60) (in form of Pi,i+1(x, t) = x−si,i+1(x, t)∇si,i+1(x, t)) and the
(extensions of the) scalar mean curvatures due to (63)

rki,i+1|∇kPi,i+1| ≤ Cri,i+1, k ∈ {1, 2, 3, 4},(114)

rki,i+1|∇kHi,i+1| ≤ Cr−1
i,i+1, k ∈ {0, 1, 2, 3}.(115)

As a consequence of the evolution equation (77) for the signed distance, we also
obtain the following estimate on the time derivatives

(116)
ri,i+1|∂tsi,i+1|+ r2

i,i+1|∂tn̄i,i+1|+ r2
i,i+1|∂tτ̄i,i+1|

+ ri,i+1|∂tPi,i+1|+ r3
i,i+1|∂tHi,i+1| ≤ C.

It then follows from the representations (109) and (107) that

ri,i+1|αi,i+1(p(t), t)|+ ri,i+1

∣∣∣ d

dt
p(t)

∣∣∣+ r3
i,i+1

∣∣∣ d

dt
αi,i+1(p(t), t)

∣∣∣ ≤ C(117)

for all t ∈ [0, T ].
We next claim that

max
k=0,1,2

rki,i+1|∇kαi,i+1|+ r2
i,i+1|∂tαi,i+1| ≤ Cr−1

i,i+1.(118)
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Once this is established, the asserted bound (106) for the derivatives of the vector

fields ξ̃i,i+1 can then be directly inferred from the ansatz (100) and the above
regularity estimates. The estimate (118), however, is a consequence of the regularity
estimates (113)–(117) and the representations (102)–(104) in form of ∇αi,i+1 =
H2
i,i+1(τ̄i,i+1 ⊗ τ̄i,i+1 : ∇Pi,i+1)τ̄i,i+1. For later reference, we note that

(τ̄i,i+1 · ∇)αi,i+1 = H2
i,i+1 +O(r−3

i,i+1|si,i+1|)(119)

due to (78), (112) and (115). �

Ultimately, the point of the ansatz (100) is to ensure both (93) throughout
Br(T (t)) and sufficiently high regularity of ξi,j at the triple junction. Moreover,
the relations (104) and (105) also holding true on the interface away from the
triple junction turns out to be crucial to obtain the estimates (94) and (95) on
the whole space-time domain. The first step towards these goals are the following
relations, which in particular yield that—after rotation R(i,j)—the vector fields are
compatible to second order at the triple junction:

Lemma 28. Let the assumptions of Proposition 26 be in place. For each pair i, j ∈
{1, 2, 3} there exist uniquely determined rotations R(i,j) ∈ SO(2), only depending
on the restriction (σi,j)i,j=1,2,3 of the admissible matrix of surface tensions for the
given strong solution Ω̄, such that

n̄i,i+1(·, t) = R(i,j)n̄j,j+1(·, t) at T (t)(120)

for all t ∈ [0, T ], and

R(i,j)R(j,i) = Id,(121)

R(i,i−1)R(i−1,i+1)R(i+1,i) = Id .(122)

Furthermore, the ansatz (100) satisfies the first-order compatibility conditions at
the triple junction:

ξ̃i,i+1(·, t) = R(i,j)ξ̃j,j+1(·, t) at T (t),(123)

∇ξ̃i,i+1(·, t) = ∇
(
R(i,j)ξ̃j,j+1

)
(·, t) at T (t),(124)

for all t ∈ [0, T ].

Proof. Identity (120) uniquely defines R(i,j). It is immediate from the ansatz (100)
and (120) that the zero-order condition (123) is satisfied. The two properties (121)
and (122) follow from

R(i,j)R(j,i)n̄i,i+1 = n̄i,i+1,(125)

R(i,i−1)R(i−1,i+1)R(i+1,i)n̄i,i+1 = n̄i,i+1,(126)

which follow straightforwardly from iterating (120). Therefore, it is sufficient to
prove the remaining statement (124) for j = i+ 1, as it then follows automatically
for j = i− 1 by (121) and (122) that at T (t) it holds

∇
(
R(i,i−1)ξ̃i−1,i

)
(·, t) = R(i,i+1)∇

(
R(i+1,i−1)ξ̃i−1,i

)
(·, t)

= R(i,i+1)∇
(
ξ̃i+1,i−1

)
(·, t)

= ∇
(
R(i,i+1)ξ̃i+1,i−1

)
(·, t) = ∇ξ̃i,i+1(·, t).
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For ease of notation, we also fix the index i and omit all indices, superscripts,
and arguments for the rest of the proof unless specifically required otherwise. The
ansatz (100) then reads

(127) ξ̃ = n̄ + αsτ̄ − 1

2
α2s2n̄.

By definition (62), ∇2s being symmetric, the identity (81), and the orthogonality
relation τ̄ · n̄ = 0 we have ∇n̄ = ∆s τ̄ ⊗ τ̄ . Hence, by the definitions (65) and (63)
as well as the estimate (112), we then get

∇n̄ = −Hτ̄ ⊗ τ̄ +O(r−2|s|),(128)

∇τ̄ = Hn̄⊗ τ̄ +O(r−2|s|).(129)

As a result we infer from this and (118)

(130) ∇ξ̃ = −H τ̄ ⊗ τ̄ + α τ̄ ⊗ n̄ +O(r−2|s|).
This in turn yields

∇ξ̃ = τ̄ ⊗ (−H τ̄ + α n̄) at the triple junction T .(131)

Now we are in a position to prove the compatibility condition (124). By (120)
and Jτ̄ = n̄, see (65), we obtain

τ̄i,i+1 = R(i,j)τ̄j,j+1 at the triple junction T .(132)

Moreover, expressing the evolving triple junction in form of T (t) = {p(t)} for all
t ∈ [0, T ], it follows from the evolution equation d

dtp · n̄i,i+1 = Hi,i+1 and the choice
of the initial value in the ODE (104) that

d

dt
p = H1,2n̄1,2 + α1,2τ̄1,2 = H2,3n̄2,3 + α2,3τ̄2,3 = H3,1n̄3,1 + α3,1τ̄3,1,(133)

−H1,2τ̄1,2 + α1,2n̄1,2 = −H2,3τ̄1,2 + α2,3n̄2,3 = −H3,1τ̄1,2 + α3,1n̄3,1(134)

at the triple junction T (the latter follows from the former by multiplication with J).
Therefore, by (131), (132) and (134) we indeed at T get

∇
(
R(i,j)ξ̃j,j+1

)
= R(i,j)τ̄j,j+1 ⊗

(
−Hj,j+1τ̄j,j+1 + αj,j+1n̄j,j+1

)
= τ̄i,i+1 ⊗

(
−Hi,i+1τ̄i,i+1 + αi,i+1n̄i,i+1

)
= ∇ξ̃i,i+1.

This concludes the proof of Lemma 28. �

We next discuss the regularity properties of our construction for B̃(i,i+1).

Lemma 29. Let the assumptions of Proposition 26 be in place, in particular the
notation of Definition 24. For all phases i ∈ {1, 2, 3}, the auxiliary velocity field

B̃(i,i+1) is of class C0
t C

2
x(Hi,i+1). More precisely, we have the estimates

|B̃(i,i+1)|+ ri,i+1|∇B̃(i,i+1)|+ r2
i,i+1|∇2B̃(i,i+1)| ≤ Cr−1

i,i+1(135)

for some C = C(Ω̄) > 0, depending only on Ω̄ but independent of (ri,j)i,j∈{1,2,3},i6=j.

Proof. In view of the expansion ansatz (101) and the ingredients of the proof of
Lemma 27, it suffices to prove that βi,i+1 ∈ C0

t C
2
x(Hi,i+1) with corresponding

estimate

|∇kβi,i+1| ≤ Cr−k−2
i,i+1 , k ∈ {0, 1, 2}.(136)
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Recalling the definition (105) of the coefficients βi,i+1, the bound (136) is immediate
from (118), (113), (115), and (116). �

We again have to make sure that our ansatz (101) for the auxiliary velocity fields
satisfies a first-order compatibility condition at the triple junction.

Lemma 30. Let the assumptions of Proposition 26 be in place. Expressing the
evolving triple junction in form of T (t) = {p(t)} for all t ∈ [0, T ], for every i, j ∈
{1, 2, 3} the ansatz (101) then satisfies

B̃(i,i+1)(p(t), t) = B̃(j,j+1)(p(t), t) =
d

dt
p(t),(137)

∇B̃(i,i+1)(p(t), t) = ∇B̃(j,j+1)(p(t), t),(138)

∇B̃(i,i+1) = −βi,i+1J +O(r−3|si,i+1|),(139)

for all t ∈ [0, T ].

Proof. We again fix the index i and omit all indices, superscripts, and function
arguments unless specifically required. At the triple junction, we have

B̃(p(t), t) =
d

dt
p(t)(140)

by (133) and the ansatz (101). This of course proves (137).
An explicit computation making use of the ansatz (101), the estimates (128)

and (129), the choices of the coefficients (104) and (105)—in particular (119)—as
well as the estimates (118) and (136) moreover gives

(141)

∇B̃ =
(
−H2 + (τ̄ · ∇α)

)
τ̄ ⊗ τ̄

+ ((τ̄ · ∇)H + αH)n̄⊗ τ̄
+ βτ̄ ⊗ n̄ +O(r−3|s|)

= β (τ̄ ⊗ n̄− n̄⊗ τ̄) +O(r−3|s|).

As we have (τ̄ ⊗ n̄− n̄⊗ τ̄) n̄ = τ̄ = −J n̄ and (τ̄ ⊗ n̄− n̄⊗ τ̄) τ̄ = −n̄ = −Jτ̄ it
follows that (τ̄ ⊗ n̄− n̄⊗ τ̄) = −J , where we recall that J denotes the counter-
clockwise rotation by 90◦. Therefore we get (139). Hence, (138) holds true once
we established that β1,2 = β2,3 = β3,1 at the triple junction. This, however, follows
from a combination of the definition (105), the choice of the initial value in the
ODE (104), and the third-order compatibility condition (18c). �

In a preparatory step towards the proof of (94) and (95), we now present the cor-

responding estimates for the (rotated) auxiliary vector fields ξ̃i,i+1 and the auxiliary

velocity fields B̃(i,i+1) on their respective domains of definition.

Lemma 31. Let the assumptions of Proposition 26 be in place, in particular the
notation of Definition 24. Then there exists a constant C = C(Ω̄) > 0, depending
only on Ω̄ but independent of (ri,j)i,j∈{1,2,3},i6=j, such that the following holds: For
every i, j ∈ {1, 2, 3} and throughout the space-time domain Hj,j+1 we have∣∣∂tR(i,j)ξ̃j,j+1 + (B̃(j,j+1) · ∇)R(i,j)ξ̃j,j+1 + (∇B̃(j,j+1))

TR(i,j)ξ̃j,j+1

∣∣
≤ Cr−3

j,j+1 dist(·, Īj,j+1),
(142)
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as well as ∣∣∇ ·R(i,j)ξ̃j,j+1 + B̃(j,j+1) ·R(i,j)ξ̃j,j+1

∣∣ ≤ Cr−2
j,j+1 dist(·, Īj,j+1),(143) ∣∣1− |R(i,j)ξ̃j,j+1|2

∣∣ ≤ Cr−4
j,j+1 dist4(·, Īj,j+1),(144) ∣∣∇|R(i,j)ξ̃j,j+1|2

∣∣ ≤ Cr−4
j,j+1 dist3(·, Īj,j+1),(145) ∣∣∂t|R(i,j)ξ̃j,j+1|2

∣∣ ≤ Cr−5
j,j+1 dist3(·, Īj,j+1),(146) ∣∣∂t|R(i,j)ξ̃j,j+1|2 + (B̃(j,j+1) · ∇)|R(i,j)ξ̃j,j+1|2

∣∣ ≤ Cr−6
j,j+1 dist3(·, Īj,j+1).(147)

We also have for all pairs i, j ∈ {1, 2, 3} with i 6= j throughout the intersection
Hi,i+1 ∩Hj,j+1 that (with rmin := r1,2 ∧ r2,3 ∧ r3,1)

|R(i,j)ξ̃j,j+1 −R(i,j−1)ξ̃j−1,j | ≤ Cr−2
min dist2(·, T ),(148)

|∇R(i,j)ξ̃j,j+1 −∇R(i,j−1)ξ̃j−1,j | ≤ Cr−2
min dist(·, T ),(149)

|B̃(i,i+1) − B̃(j,j+1)| ≤ Cr−3
min dist2(·, T ),(150)

|∇B̃(i,i+1) −∇B̃(j,j+1)| ≤ Cr−3
min dist(·, T ).(151)

Proof. By the ansatz (100) and R(i,j) ∈ SO(2) we have

(152)
|R(i,j)ξ̃j,j+1|2 =

(
1− 1

2
α2
j,j+1s

2
j,j+1

)2

+ α2
j,j+1s

2
j,j+1

= 1 +
1

4
α4
j,j+1s

4
j,j+1

from which together with (112), (118), (116), and (135) the estimates (144)–(147)
immediately follow.

To prove the estimates (142)–(143), let i, j ∈ {1, 2, 3} be fixed. For what follows,
we omit all indices and function arguments unless specifically required. Plugging

in the ansatz (100) for ξ̃ and introducing the commutator [C,D] := CD −DC for
matrices C,D ∈ Rd×d, we obtain

∂tRξ̃+(B̃ · ∇)Rξ̃+(∇B̃)TRξ̃ =
(

1−1

2
α2s2

)
R
(
∂tn̄ + (B̃ · ∇)n̄ + (∇B̃)Tn̄

)
+ αsR

(
∂tτ̄ + (B̃ · ∇)τ̄ + (∇B̃)Tτ̄

)
+ α

(
∂ts+ (B̃ · ∇)s

)(
Rτ̄ − αsRn̄

)
+ [(∇B̃)T, R]ξ̃

+
(
∂tα+ B̃ · ∇α

)
s
(
Rτ̄ − αsRn̄

)
.

By the ansatz (101), the auxiliary velocity B̃ only corrects Hn̄ in tangential direc-
tion. Hence, the identities (72) and (71) are applicable and we obtain

∂tn̄ + (B̃ · ∇)n̄ + (∇B̃)Tn̄ = 0, ∂ts+ (B̃ · ∇)s = 0

throughout Hj,j+1. Recalling the definition τ̄ = J n̄, cf. (65), we deduce from the
previous display

∂tτ̄ + (B̃ · ∇)τ̄ + (∇B̃)Tτ̄ = [(∇B̃)T, J ]n̄

throughout Hj,j+1. Hence, recalling (139) and using the fact that [JT, R] = 0 on
account of both matrices being rotations in the plane we get

[(∇B̃)T, R] = O(r−3|s|), [(∇B̃)T, J ] = O(r−3|s|)
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throughout Hj,j+1. Together with the estimate (118), the previous four displays in
combination imply (142).

We turn to the proof of (143). Due to the computation (130) of ∇ξ̃ we have on
the one hand

∇ ·Rξ̃ = −H(Rτ̄ · τ̄) + α(Rτ̄ · n̄) +O(r−2|s|).(153)

On the other hand, making use of the definitions (100) and (101) of ξ̃ and B̃ we
obtain

B̃ ·Rξ̃ = Hn̄ ·Rn̄ + α(τ̄ ·Rn̄) +O(r−2|s|).(154)

Furthermore, recalling Jτ̄ = n̄, JT = J−1 = −J , and [JT, R] = 0 gives

Rτ̄ · τ̄ = RJ−1n̄ · τ̄ = Rn̄ · Jτ̄ = Rn̄ · n̄,
Rτ̄ · n̄ = RJ−1n̄ · n̄ = Rn̄ · J n̄ = −Rn̄ · τ̄ .

Therefore, we can combine (153) and (154) to yield the estimate (143).
We proceed with the verification of the bounds (148) and (149). As by (123)

and (124) the Taylor polynomials at the triple junction of the functions R(i,j)ξ̃j,j+1

and R(i,j−1)ξ̃j−1,j agree up to first order, the estimate (148) follows by bounding
the remainders using (106). One can argue similarly for the estimate (149). On the
basis of (137), (138) and (135), the estimates (150) and (151) follow by the same
argument. �

6.2. Gluing construction by interpolation. Throughout this subsection, let
again the assumptions of Proposition 26 and the notation of Section 5 and Def-
inition 24 be in place. As we discussed in the previous subsection, the auxiliary

vector fields ξ̃i,i+1 and the auxiliary velocity fields B̃(i,i+1) serve as the definition
of the vector fields ξi,i+1 and the velocity field B on the interface wedge Wi,i+1, see
Figure 11b for the partition of the neighborhood of the triple junction.

The next step is to extend ξi,i+1 and B to the entirety of the space-time domain.
As we want Herring’s angle condition (84) to hold throughout the ball Br(T (t)) we
are essentially forced to set ξi,i+1 = R(i,j)ξj,j+1 for all i, j ∈ {1, 2, 3} wherever the
latter is defined, and where R(i,j) is given in Lemma 28. As their domains of defi-
nition Hi,i+1 overlap, we resort to an interpolation procedure on the interpolation
wedges Wi, see again Figure 11b. We similarly deal with the issue of combining

the velocity fields B̃(i,i+1) into a single field. To this end, we first define suitable
interpolation functions which move and rotate with the evolving triple junction.

Lemma 32. Let the assumptions of Proposition 26 be in place, in particular the
notation of Definition 24. Then there exists a constant C = C(Ω̄) > 0, depending
only on Ω̄ but independent of (ri,j)i,j∈{1,2,3},i6=j, and interpolation functions

λi :
⋃

t∈[0,T ]

(
Br(T (t)) ∩W i(t)

)
\ T (t)× {t} → [0, 1]

for every i ∈ {1, 2, 3} which satisfy the following properties:

i) It holds for all t ∈ [0, T ] that

λi(x, t) = 0 for x ∈
(
∂Wi(t) ∩ ∂Wi,i+1(t)

)
\ T (t),(155)

λi(x, t) = 1 for x ∈
(
∂Wi(t) ∩ ∂Wi−1,i(t)

)
\ T (t).(156)
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ii) We have the estimates (rmin := r1,2 ∧ r2,3 ∧ r3,1)

|∇λi(x, t)| ≤ C dist(x, T (t))−1, |∂tλi(x, t)| ≤ Cr−1
min dist(x, T (t))−1,(157)

|∇2λi(x, t)| ≤ C dist(x, T (t))−2(158)

for all t ∈ [0, T ] and all x ∈
(
Br(T (t)) ∩W i(t)

)
\ T (t). Furthermore, it holds

∇λi(x, t) = 0, ∂tλi(x, t) = 0,(159)

∇2λi(x, t) = 0(160)

for all t ∈ [0, T ] and all x ∈
(
Br(T (t)) ∩ ∂Wi(t)

)
\ T (t).

iii) Expressing the evolving triple junction via T (t) = {p(t)} for all t ∈ [0, T ], we
have a bound on the advective derivative∣∣∣∂tλi(x, t) +

( d

dt
p(t) · ∇

)
λi(x, t)

∣∣∣ ≤ Cr−2
min(161)

for all t ∈ [0, T ] and all x ∈
(
Br(T (t)) ∩W i(t)

)
\ T (t).

Proof. Due to (87), the interpolation wedge Wi(t) is the restriction to Br(T (t)) of
the interior of the conical hull spanned by two unit vectors Xi

i,i+1(t) and Xi
i−1,i(t),

whereas Wi,i+1(t) is the restriction to Br(T (t)) of the interior of the conical hull

spanned by unit vectors Xi
i,i+1(t) and Xi+1

i,i+1(t) due to (86). In particular, we can

represent ∂Wi(t) ∩ ∂Wi,i+1(t) = {γXi
i,i+1(t) : γ ≥ 0} and ∂Wi(t) ∩ ∂Wi−1,i(t) =

{γXi
i−1,i(t) : γ ≥ 0}. As the vectors Xi

i,i+1(t) and Xi
i−1,i(t) can be expressed as

a (fixed-in-time) linear combination of the unit-normals n̄i,j(p(t), t) at the triple
junction, we have due to (117), (113) and (116) the bounds∣∣∣ d

dt
Xi
i,i+1(t)

∣∣∣+
∣∣∣ d

dt
Xi
i−1,i(t)

∣∣∣ ≤ Cr−2
min ≤ Cr

−1
min dist(x, T (t))−1(162)

for all t ∈ [0, T ], all x ∈ Br(T (t)), and all i ∈ {1, 2, 3}.
By Definition 24, the opening angle θi of the interpolation wedge Wi, defined by

cos(θi) = Xi
i,i+1(t) ·Xi

i−1,i(t) ∈ (0, 1), is time-independent and satisfies θi ∈ (0, π2 ).

(The angles only depend on Ω̄ through the surface tensions.) Let λ̃ : R → [0, 1] be

any smooth function such that λ̃ ≡ 0 on (−∞, 1
3 ] and λ̃ ≡ 1 on [ 2

3 ,∞). We define

λi(x, t) := λ̃

(
1−Xi

i,i+1(t) · x−p(t)|x−p(t)|

1− cos θi

)
.

Then the properties (155)–(160) are immediate consequences of the definitions and
the bounds (162) and (117); cf. also the subsequent computation.

It remains to check the bound (161) on the advective derivative. To this end,

we abbreviate λi(x, t) = λ̂i
(
Xi
i,i+1(t) · x−p(t)|x−p(t)|

)
with λ̂i(a) := λ̃( 1−a

1−cos θi
) and simply

compute

∂tλi(x, t)

= −λ̂′i
Xi
i,i+1(t)

|x−p(t)|
·
(

Id− x−p(t)
|x−p(t)|

⊗ x−p(t)
|x−p(t)|

) d

dt
p(t) + λ̂′i

x−p(t)
|x−p(t)|

· d

dt
Xi
i,i+1(t)

= −
( d

dt
p(t) · ∇

)
λi(x, t) + λ̂′i

x−p(t)
|x−p(t)|

· d

dt
Xi
i,i+1(t)

where λ̂′i is evaluated at Xi
i,i+1(t)· x−p(t)|x−p(t)| . From this, the last remaining claim (161)

immediately follows due to the estimate (162). �
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Equipped with these interpolating functions we are finally in the position to
prove the main result of this section.

Proof of Proposition 26. Step 1: Interpolation of the vector fields. We define (not
yet normalized) extensions of the normal vector fields n̄i,j |Īi,j on the space-time

neighborhood of the triple junction Ur :=
⋃
t∈[0,T ]Br(T (t))× {t} as follows:

ξ̂i,i+1(x, t) :=


R(i,j)ξ̃j,j+1(x, t) if x ∈Wj,j+1(t),

(1−λj(x, t))R(i,j)ξ̃j,j+1(x, t)

+ λj(x, t)R(i,j−1)ξ̃j−1,j(x, t)
if x ∈W j(t),

(163)

and ξ̂i+1,i := −ξ̂i,i+1 for i ∈ {1, 2, 3}. The velocity field is given by

B(x, t) :=


B̃(j,j+1)(x, t) if x ∈Wj,j+1(t),

(1−λj(x, t))B̃(j,j+1)(x, t)

+ λj(x, t)B̃(j−1,j)(x, t)
if x ∈W j(t).

(164)

In the subsequent steps of the proof, we first establish all required properties in

terms of the vector fields ξ̂i,j and B. Only in the penultimate step we will choose
the radius r̂ = r̂(χ̄) ≤ r and define unit-length vector fields ξi,j by normalization of

the vector fields ξ̂i,j defined in (163) above. The last step is then devoted to verify
the required properties for the normalized vector fields ξi,j .

Step 2: Regularity of ξ̂i,j and B, the estimates (98) and (99), and properties
i)–iii). We first remark that the above definitions make sense due to the second
inclusion in (88) and the inclusion in (89). Indeed, these inclusions are precisely

what is needed so that the building blocks ξ̃i,i+1 and B̃(i,i+1) are only evaluated on
their domains of definition.

For every i ∈ {1, 2, 3}, we obtain ξ̂i,i+1(x, t) = ξ̃i,i+1(x, t) = n̄i,i+1(x, t) for all
t ∈ [0, T ] and all x ∈ Ti,i+1(t) ∩ Br(T (t)) from the first inclusion in (88) and the
ansatz (100), taking care of property i); obviously except for the normalization

condition away from the interfaces. The second property ξ̂i,j = −ξ̂j,i for i, j ∈
{1, 2, 3} with i 6= j holds by definition. For every j ∈ {1, 2, 3} we moreover have

σ1,2ξ̂1,2 + σ2,3ξ̂2,3 + σ3,1ξ̂3,1 ≡
(
σ1,2R(1,j) + σ2,3R(2,j) + σ3,1R(3,j)

)
ξ̃j,j+1 = 0

on Wj,j+1(t) by the defining property (120) of the rotations R(i,j). A similar argu-

ment ensures validity of (93) on the interpolation wedges W j(t).

By the compatibility condition (123) for the auxiliary vector fields ξ̃j,j+1 at
the triple junction, as well as the conditions (155) and (156) for the interpola-

tion functions, the vector fields ξ̂i,j are continuous. Similarly, their first and sec-
ond derivatives are continuous across the boundaries of the interpolation wedges⋃
t∈[0,T ]

((
Br(T (t))∩∂Wi(t)

)
\T (t)

)
×{t} by the properties (159) and (160) of the

interpolation functions.
Moreover, all spatial derivatives up to second order are bounded in Ur \ T with

the asserted estimate given by (98). Indeed, in the interface wedges Wj,j+1 this
follows from the estimates (106) and the definition (163). On the closure of the
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interpolation wedges Wj , we first compute using the definition (163)

∇ξ̂i,i+1 = (1−λj)∇R(i,j)ξ̃j,j+1 + λj∇R(i,j−1)ξ̃j−1,j(165)

− (R(i,j)ξ̃j,j+1−R(i,j−1)ξ̃j−1,j)∇λj ,

∇2ξ̂i,i+1 = (1−λj)∇2R(i,j)ξ̃j,j+1 + λj∇2R(i,j−1)ξ̃j−1,j(166)

− 2(∇R(i,j)ξ̃j,j+1−∇R(i,j−1)ξ̃j−1,j)∇λj
− (R(i,j)ξ̃j,j+1−R(i,j−1)ξ̃j−1,j)∇2λj .

Now, the bound (98) with respect to spatial derivatives follows from the controlled
blowup (157) and (158) of the interpolation functions, the estimates (106), (148)

and (149) for the auxiliary vector fields ξ̃j,j+1, as well as the estimate (90). In total,

this proves ξ̂i,j ∈ C0
t C

2
x(Ur \ T ). The other property ξ̂i,j ∈ C1

t C
0
x(Ur \ T ) together

with the asserted bound (98) in terms of the time derivative follows similarly making
use of Lemma 27, (148), (157), (90) and the computation on the closure of Wj

∂tξ̂i,i+1 = (1−λj)∂tR(i,j)ξ̃j,j+1 + λj∂tR(i,j−1)ξ̃j−1,j

− (R(i,j)ξ̃j,j+1−R(i,j−1)ξ̃j−1,j)∂tλj .

We proceed with the regularity of the velocity field B. First, by the compatibil-

ity condition (137) for the auxiliary velocity fields B̃(j,j+1) at the triple junction, as
well as the conditions (155) and (156) for the interpolation functions, the velocity
field B is continuous. The asserted bound (99) is a consequence of the defini-
tion (164), the estimates (135), (150) and (151) for the auxiliary velocity fields, the
controlled blowup (157) of the interpolation functions, the estimate (90) as well as
the computation

∇B = (1−λj)∇B̃(j,j+1) + λj∇B̃(j−1,j) + (B̃(j−1,j)−B̃(j,j+1))∇λj ,(167)

∇2B = (1−λj)∇2B̃(j,j+1) + λj∇2B̃(j−1,j)(168)

+ 2(∇B̃(j−1,j)−∇B̃(j,j+1))∇λj + (B̃(j−1,j)−B̃(j,j+1))∇2λj

on the closure of Wj . This proves B ∈ C0
t C

2
x(Ur \ T ).

Step 3: Proof of the estimate (rmin := r1,2 ∧ r2,3 ∧ r3,1)

|∂tξ̂i,j + (B · ∇)ξ̂i,j + (∇B)Tξ̂i,j | ≤ Cr−3
min dist(·, Īi,j) in Ur.(169)

By the skew-symmetry ξ̂i,j = −ξ̂j,i, we only have to prove (169) for j = i + 1.

Let i ∈ {1, 2, 3}. First, we remark that the validity of (94) for the vector field ξ̂i,i+1

on the interface wedges Wj,j+1 for all j = 1, 2, 3 follows from the estimate (142),
the definitions (163) and (164), and the estimate (91). Hence, it remains to prove

the bound (169) for ξ̂i,i+1 on each interpolation wedge Wj , j ∈ {1, 2, 3}. In the
interpolation wedge Wj , it is our goal to show simply

|
(
∂t + (B · ∇) + (∇B)T

)
ξ̂i,i+1| ≤ C dist(·, T ),

as we may then use the equivalence dist(x, T ) ≤ C dist(x, Īi,i+1) valid for all i in
the interpolation wedges Wj .

To this end, let us fix j ∈ {1, 2, 3}. For the sake of readability, let us introduce

the abbreviations, λ = λj , R = R(i,j), R
′ = R(i,j−1), ξ̃ = ξ̃j,j+1, ξ̃′ = ξ̃j−1,j ,
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B̃ = B̃(j,j+1) and B̃′ = B̃(j−1,j). Using the product rule and the definition (163)

of ξ̂i,i+1 on the closure of the interpolation wedge Wj , we have(
∂t + (B · ∇) + (∇B)T

)
ξ̂i,i+1 = (1− λ)

(
∂t + (B · ∇) + (∇B)T

)
Rξ̃

+ λ
(
∂t + (B · ∇) + (∇B)T

)
R′ξ̃′

+
(
∂tλ+ (B · ∇)λ

)
(R′ξ̃′ −Rξ̃).

(170)

We want to manipulate the first two right-hand side terms to make the advection

equations (142) appear. To this end, we write B = B̃ + λ(B̃′ − B̃) and obtain(
∂t + (B · ∇) + (∇B)T

)
Rξ̃ =

(
∂t + (B̃ · ∇) + (∇B̃)T

)
Rξ̃

+
(
λ(B̃′ − B̃) · ∇

)
Rξ̃ + λ

(
∇B̃′ −∇B̃

)T
Rξ̃

+
(
(B̃′ − B̃) ·Rξ̃

)
∇λ.

Using the compatibility conditions (150)–(151) for the auxiliary velocity fields
alongside with the bounds (106), (157), and the estimate (90) one shows that
the last three right-hand side terms are of order O(r−3

min dist(·, Īi,i+1)). By (142)

and (90) the first term on the right-hand side is also of order O(r−3
min dist(·, Īi,i+1)).

Consequently, the first term on the right-hand side of equation (170) is of required
order. A similar argument shows that the second one is, too. Finally, also the
third term is of the desired order by the bounds (157) on λ, the second-order
compatibility (148), and the estimate (90), concluding the proof of (169).

Step 4: Proof of the estimate (rmin := r1,2 ∧ r2,3 ∧ r3,1)

|∇ · ξ̂i,j +B · ξ̂i,j | ≤ Cr−2
min dist(·, Īi,j) in Ur.(171)

Let i ∈ {1, 2, 3}, and by the skew-symmetry ξ̂i,j = −ξj,i, it again suffices to

prove (171) in terms of ξ̂i,i+1. Note that because of (163)–(164), (143), and (91)

it only remains to prove (171) for the vector field ξ̂i,i+1 in the closure of the in-
terpolation wedges Wj , j ∈ {1, 2, 3}. We again fix j ∈ {1, 2, 3} and use the same
abbreviations as in the previous step.

We proceed similarly as in the proof of (169). Making use of the definition (163)
we get

∇ · ξ̂i,i+1 = (1−λ)∇ ·Rξ̃ + λ∇ ·R′ξ̃′ +
(
(R′ξ̃′−Rξ̃) · ∇

)
λ.

By the controlled blowup (157) of the interpolation functions, the compatibility
estimate (148), the approximate mean curvature flow equation (143) and the esti-
mate (90) it then follows

∇ · ξ̂i,i+1 = −(1− λ)B̃ ·Rξ̃ − λB̃′ ·R′ξ̃′ +O(r−2
min dist(·, Īi,i+1)).

Finally, the compatibility estimates (148) and (150) in conjunction with defini-
tions (163)–(164) and the estimate (90) imply the desired bound (171).

Step 5: Proof of the estimates (rmin := r1,2 ∧ r2,3 ∧ r3,1)∣∣1− |ξ̂i,j |2∣∣ ≤ Cr−2
min dist2(·, Īi,j) in Ur,(172)

r2
min

∣∣∂t|ξ̂i,j |2∣∣+ rmin

∣∣∇|ξ̂i,j |2∣∣ ≤ Cr−1
min dist(·, Īi,j) in Ur.(173)

Let i ∈ {1, 2, 3}. The validity of (172) resp. (173) for the vector field ξ̂i,i+1 in
interface wedges Wj,j+1, j ∈ {1, 2, 3}, is directly implied by the definition (163),
the bound (91), as well as the estimates (144) resp. (145)–(146).
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For all j ∈ {1, 2, 3}, we then may compute on the closure of the interpolation
wedge Wj by (163) and adding zero several times

|ξ̂i,i+1|2 = λ2|Rξ̃|2 + (1−λ)2|R′ξ̃′|2 + 2λ(1−λ)(Rξ̃ ·R′ξ̃′)

= 1− λ(1−λ)|Rξ̃ −R′ξ̃′|2 + λ(|Rξ̃|2−1) + (1−λ)(|R′ξ̃′|2−1).(174)

Hence, the estimates (172) and (173) are the result of the estimates (106), (148),
(144)–(146), (157) and (90).

Step 6: Choice of r̂ = r̂(Ω̄) ≤ r and definition of normalized vector fields ξi,j.
We first define r̂ := r∧ 1√

2C
(r1,2∧r2,3∧r3,1) with C > 0 being the constant of (172).

Note then that (172) implies

1

2
≤ |ξ̂i,j |2 ≤

3

2
in Ur̂ =

⋃
t∈[0,T ]

Br̂(T (t))×{t}(175)

for all i, j ∈ {1, 2, 3} with i 6= j. We may then define

ξi,j(x, t) :=
ξ̂i,j(x, t)

|ξ̂i,j(x, t)|
for all (x, t) ∈ Ur̂(176)

and all i, j ∈ {1, 2, 3} with i 6= j. It remains to verify the asserted properties in
terms of the vector fields ξi,j and B on the restricted space-time domain Ur̂.

Step 7: Conclusion. Since ξi,j(x, t) = ξ̂i,j(x, t) for all t ∈ [0, T ] and all x ∈
Ti,j(t)∩Br̂(T (t)), property i) is an immediate consequence of definition (176). Note
that (96) trivially follows. Obviously, the skew-symmetry relation in property ii)

carries over from ξ̂i,j to ξi,j . Validity of the Herring angle condition (93) in terms
of the vector fields ξi,j also follows immediately from their definition (176), the fact

that the vector fields ξ̂i,j already satisfy (93), and the fact that |ξ̂1,2| = |ξ̂2,3| = |ξ̂3,1|.
Indeed, recall that the vector fields ξ̂1,2, ξ̂2,3 resp. ξ̂3,1 can be obtained from each
of the other ones by a rotation, see (163) and Lemma 28.

For a proof of (98) (recall that the estimate (99) is already part of Step 2 ), we
simply compute

(∂t,∇)ξi,j =
1

|ξ̂i,j |

(
Id− ξ̂i,j

|ξ̂i,j |
⊗ ξ̂i,j

|ξ̂i,j |

)
(∂t,∇)ξ̂i,j .(177)

Because of (175), the estimate r̂|∇ξi,j |+r̂2|∂tξi,j | ≤ C throughout Ur̂\T thus follows

from the corresponding estimate in terms of ξ̂i,j from Step 2 of this proof. One
proceeds similarly for the required estimate on the second-order spatial derivative.

It therefore remains to argue that the estimates (94) and (95) hold true. Using
the product rule and the choice of r̂ in the previous step, we may on Ur̂ compute(

∂t + (B · ∇) + (∇B)T
) ξ̂i,j

|ξ̂i,j |

=
1

|ξ̂i,j |
(
∂t + (B · ∇) + (∇B)T

)
ξ̂i,j −

1

2|ξ̂i,j |3
ξ̂i,j (∂t + (B · ∇)) |ξ̂i,j |2

By (169) and (175), the first right-hand side term is of the order O(r̂−3 dist(·, Īi,j)).
To handle the second term, it suffices to apply the estimate (173), the estimate on
the magnitude of the velocity |B| ≤ Cr̂−1 from Step 2, and the estimate (175).
This proves the estimate (94).
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τ3,1

τ1,2

τ2,3

W3

W1

W2

W1,2

W2,3

W3,1

Figure 12. If the angle between two tangent vectors is less
than 90◦, we trisect it to obtain the desired interpolation wedge,
see for example W2. Otherwise, we take the corresponding inter-
section of the half-spaces, as is done for W1 and W3. The wedges
W1,2, W2,3 and W3,1 lie inbetween.

We now turn to the proof of (95). Here, we compute on Ur̂ by means of the
choice of r̂ in the previous step

∇ · ξ̂i,j
|ξ̂i,j |

=
∇ · ξ̂i,j
|ξ̂i,j |

− (ξ̂i,j · ∇)|ξ̂i,j |2

2|ξ̂i,j |3
.

It is immediate from the estimates (175) and (173) to estimate the second term
as being of order O(r̂−2 dist(·, Īi,j)). Using the approximate mean curvature flow
equation (171) for the first term and the definition (176) of ξi,j then yields

∇ · ξ̂i,j
|ξ̂i,j |

= −B · ξ̂i,j
|ξ̂i,j |

+O
(
r̂−2 dist(·, Īi,j)

)
= −B · ξi,j +O

(
r̂−2 dist(·, Īi,j)

)
.

In total, this gives (95). �

Finally, we provide the elementary-geometric proof for the existence of wedges
with the desired properties.

Proof of Lemma 25. We recall some notation in conjunction with Definition 21.
For each (cyclic) i ∈ {1, 2, 3} and all t ∈ [0, T ], the unit vector t̄i,i+1(p(t), t) denotes
the tangent of Īi,i+1(t) at the triple junction T (t) = {p(t)}, with the orientation
chosen such that it “points away” from the curve Īi,i+1(t). Define then τ̄i,i+1(t) :=
−t̄i,i+1(p(t), t) and Hτ̄i,i+1

(t) = {x ∈ R2 : (x−p(t)) · τ̄i,i+1(t) > 0}. Note that

σ1,2τ̄1,2(t) + σ2,3τ̄2,3(t) + σ3,1τ̄3,1(t) = 0, t ∈ [0, T ].(178)

Using the balance of forces condition (178) together with the strict triangle in-
equality (10) we see that there exist constant-in-time angles θi ∈ (0, π) such
that cos(θi) = τ̄i,i+1(t) · τ̄i−1,i(t) for i = 1, 2, 3 and t ∈ [0, T ]. For the following
argument, see also Figure 12.
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If θi >
π
2 we may define Xi

i,i+1(t), Xi
i−1,i(t) ∈ S1 such that the cone Ci(t) :=

T (t) + {γ1X
i
i,i+1(t) + γ2X

i
i−1,i(t) : γ1, γ2 ∈ (0,∞)} satisfies Ci(t) = Hτ̄i,i+1

(t) ∩
Hτ̄i−1,i

(t). Otherwise, we chooseXi
i,i+1(t), Xi

i−1,i(t) ∈ S1 such that the cone Ci(t) :=

T (t) + {γ1X
i
i,i+1(t) + γ2X

i
i−1,i(t) : γ1, γ2 ∈ (0,∞)} is the middle third of the

cone {γ1τ̄i,i+1(t) + γ2τ̄i−1,i(t) : γ1, γ2 ∈ (0,∞)}. In both cases, defining for i ∈
{1, 2, 3} and t ∈ [0, T ] the cone Ci,i+1(t) := T (t)+{γ1X

i
i,i+1(t)+γ2X

i+1
i,i+1(t) : γ1, γ2 ∈

(0,∞)} we then have

Ci(t) ⊂ Hτ̄i,i+1(t) ∩Hτ̄i−1,i(t),(179)

Ci,i+1(t) ⊂ Hτ̄i,i+1
(t),(180) ⋃

i=1,2,3

Ci(t) ∪ Ci,i+1(t) = R2,(181)

p(t) + τi,i+1(t) ∈ Ci,i+1(t)(182)

for all i ∈ {1, 2, 3} and all t ∈ [0, T ].
Let r ∈ (0, r1,2 ∧ r2,3 ∧ r3,1], and for i ∈ {1, 2, 3} and t ∈ [0, T ] define Wi(t) :=

Ci(t)∩Br(T (t)) and Wi,i+1(t) := Ci,i+1(t)∩Br(T (t)). As (85) follows immediately
from (181) it suffices to argue that there exists a constant C = C(σ) ≥ 1, depending
only on the surface tensions at the triple junction, such that r := 1

C (r1,2∧r2,3∧r3,1)
gives rise to the inclusions (88)–(89) and the comparability of distances in form
of (90)–(91).

First, (89) follows from (179) and the fact that Hτ̄i,i+1(t)∩Br(T (t)) is included in
the t-time slice of the image of the diffeomorphism from (56), see (57). Analogously,
one derives the second inclusion of (88) from (180). For the first inclusion of (88),
i.e., the curve trapping condition, one may argue as follows. On one side, it follows
from the endpoint ball condition ii) of Definition 21 and r ≤ r1,2 ∧ r2,3 ∧ r3,1

that Ti,i+1(t) ∩ Br(T (t)) ⊂ Hτ̄i,i+1
(t) ∩ Br(T (t)). On the other side, based on

the ball condition i) of Definition 21 at the triple junction T (t) = {p(t)}, we may
sharpen this inclusion to

Ti,i+1(t) ∩Br(T (t))

⊂
(
Hτ̄i,i+1(t) ∩Br(T (t))

)
\
(
Br
(
p(t)+rn̄i,i+1(p(t), t)

)
∪Br

(
p(t)−rn̄i,i+1(p(t), t)

))
.

Hence, the first inclusion of (88) follows after choosing r ∈ (0, r1,2 ∧ r2,3 ∧ r3,1]
sufficiently small, with a proportionality constant depending only on the opening
angles of the interface cones Ci,i+1.

We turn to the proof of the estimates (90)–(92). The estimate (91) is a con-
sequence of the first inclusion of (88), the fact that the interface wedges Wi,i+1,
i ∈ {1, 2, 3}, are separated from each other by the interpolation wedges Wi, i ∈
{1, 2, 3, }, and that within Br(T (t)) the distance to Ti,i+1 equals the distance
to Īi,i+1 by Definition 21 and r ∈ (0, r1,2∧r2,3∧r3,1]. The estimate (92) follows from
similar considerations, exploiting again that the interface wedges are separated from
each other by the interpolation wedges. Also the argument for the proof of (90) is
analogous; at least once we improved the curve trapping condition (88) to a wedge
which is strictly included in Wi,i+1. A possible choice for such a wedge is to simply

bisect the angles formed by τ̄i,i+1, X
i
i,i+1 and τ̄i,i+1, X

i+1
i,i+1, respectively. The im-

provement of (88) then follows from possibly reducing r ∈ (0, r1,2 ∧ r2,3 ∧ r3,1] even
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further. This in turn can be done again at the cost of a proportionality constant
depending only on the surface tensions at the triple junction. �

6.3. Local compatibility estimates. We conclude this section with a result ver-
ifying that the local constructions at a triple junction from Proposition 26 are (in
a certain sense) suitable perturbations of the respective local constructions from
Lemma 22 with respect to interfaces meeting at the triple junction. It is precisely
at this stage where we rely on the freedom to choose a tangential component for
the local velocity field from Lemma 22.

Proposition 33. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a
strong solution to multiphase mean curvature flow in the sense of Definition 16.
Let i, j ∈ {1, . . . , P} such that i 6= j and Īi,j is a non-trivial interface. Denote
by Tc a space-time connected component of Īi,j, and assume that Tc connects two
evolving triple junctions Tp+ and Tp− , respectively. Let r̂p+ , r̂p− ∈ (0, 1] denote
the associated localization scales from Proposition 26, respectively. Finally, denote
by (ξci,j , B

c) the local vector fields from Lemma 22.
Then there exists a choice of the tangential component γc of Bc satisfying

max
k=0,1,2

(r̂p+
∧ r̂p− ∧ `)k+1|∇kγc| ≤ C, 3` := min

t∈[0,T ]
dist(Tp+

(t), Tp−(t)),(183)

throughout im(ΨTc) as well as (75) on Tc, so that at each of the two triple junc-
tions Tp, p ∈ {p+, p−}, the local vector fields (ξpi,j , B

p) from Proposition 26 (at

scale r̂p) may be chosen so that they are locally compatible with (ξci,j , B
c) in the

sense that ∣∣ξci,j−ξpi,j∣∣+ r̂p
∣∣(∇ξci,j−∇ξpi,j)Tξci,j∣∣ ≤ Cr̂−1

p dist(·, Īi,j),(184) ∣∣(ξci,j−ξpi,j) · ξci,j∣∣ ≤ Cr̂−2
p dist2(·, Īi,j),(185) ∣∣Bp−Bc∣∣ ≤ Cr̂−3
p dist2(·, Īi,j),(186) ∣∣∇Bp−∇Bc∣∣ ≤ Cr̂−3
p dist(·, Īi,j)(187)

in the region B 1
2 (r̂p∧`)(Tp(t)) ∩

(
W p
i,j(t) ∪W

p
i (t) ∪W p

j (t)
)

for all t ∈ [0, T ] (where

the wedges W p
i,j ,W

p
i ,W

p
j are the ones from Definition 24 with respect to the triple

junction Tp). The constant C > 0 in the above estimates (183)–(187) may depend
on Ω̄, but is independent of r̂p+ , r̂p− and `.

Proof. The proof is split into three steps.
Step 1: Choice of vector fields. We take (ξ

p±
i,j , B

p±) as constructed in the proof

of Proposition 26. Moreover, we take (ξci,j , B
c) as defined in Lemma 22 with the

following choice of the tangential component γc. Let θ be a smooth cutoff function
with θ(r) = 1 for |r| ≤ 1

2 and θ ≡ 0 for |r| ≥ 1. We then define

γc := θ
(dist(·, Tp+

)

` ∧ r̂p+

)
Bp+ · τ̄i,j + θ

(dist(·, Tp−)

` ∧ r̂p−

)
Bp− · τ̄i,j on Tc,(188)

and extend this definition to im(ΨTc) by a suitable Taylor expansion to match (75).
By the choice of the cutoff θ, this is indeed well-defined. The regularity esti-
mate (183) is a direct consequence of the definition (188) and the estimates (113)
and (99). Note that (183) in turn updates the estimate (70) to

max
k=0,1,2

(r̂p+
∧ r̂p− ∧ `)k+1|∇kBc| ≤ C in im(ΨTc),(189)



70 JULIAN FISCHER, SEBASTIAN HENSEL, TIM LAUX, AND THERESA M. SIMON

with the constant C > 0 being independent of r̂p+
, r̂p− and `.

Step 2: Proof of (186) and (187). Let p ∈ {p+, p−}. First, we note that for
all t ∈ [0, T ] it holds B 1

2 (r̂p∧`)(Tp(t)) ∩
(
W p
i,j(t) ∪W

p
i (t) ∪W p

j (t)
)
⊂ im(ΨTc) due

to (88)–(89). By means of the regularity estimates (99) and (189), the choice of the
cutoff function θ, and the definition (188) of the tangential velocity of Bc, it thus
suffices to prove Bc = Bp within the interface wedge W p

i,j(t) ∩ B 1
2 (r̂p∧`)(Tp(t)) for

all t ∈ [0, T ]. However, by (188) the two vector fields agree in tangential direction.
Their normal component in turn equals Hi,j n̄i,j , which is evident for Bc from
definition (67), and for Bp from the definitions (101) and (164).

Step 3: Proof of (184) and (185). Let again p ∈ {p+, p−}. Thanks to the
regularity estimates (68) resp. (98) and the fact (∇ξci,j)Tξci,j = 1

2∇|ξ
c
i,j |2 = 0, the

asserted bounds (184) and (185) follow once we assured ourselves of the validity
of ξci,j − ξpi,j = 0 and (∇ξpi,j)Tξci,j = 0 along the local interface segment Tc(t) ∩
B 1

2 (r̂p∧`)(Tp(t)) for all t ∈ [0, T ]. The former is immediate from both vector fields

being extensions of the unit normal n̄i,j |Īi,j , whereas the latter then follows from

adding zero and |ξpi,j |2 ≡ 1: (∇ξpi,j)Tξci,j = (∇ξpi,j)Tξ
p
i,j = 1

2∇|ξ
p
i,j |2 = 0. �

7. Gradient flow calibrations for a regular network

The aim of this section is to prove Theorem 6: Given a strong solution to mul-
tiphase mean curvature flow (in the sense of an evolving network of smooth curves
meeting at triple junctions), we construct a gradient flow calibration by gluing
together the local constructions from the previous two sections.

More precisely, in Section 7.1 we define a partition of unity which allows us to
localize around each topological feature Tn, i.e., a two phase interface or a triple
junction, for some suitable index n ∈ N. We then define the global vector fields ξi,j
for i, j ∈ {1, . . . , P} with i 6= j and B in Section 7.2 by gluing together suitable
locally defined vector fields ξni,j and Bn. Most of these vector fields were already
constructed in Sections 5 and 6, so that in Section 7.2 we only need to define those
vector fields ξni,j for which at least one of the two phases i or j is not present at the
selected topological feature Tn. For their construction we crucially use the coercivity
condition of Definition 9 on the matrix of surface tensions. In Section 7.3, we prove
the compatibility between the local constructions of the vector fields of adjacent
topological features, which then allows us in Section 7.4 to prove Theorem 6.

We first describe the necessary notation. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong
solution for multiphase mean curvature flow in the sense of Definition 16 on some
time interval [0, T ]. In particular, the family Ω̄ is a smoothly evolving regular
partition and the family I =

⋃
i 6=j Īi,j is a smoothly evolving regular network of

interfaces in the sense of Definition 15.
We decompose the network of interfaces of the strong solution according to its

topological features, i.e., into smooth two-phase interfaces on the one hand and
triple junctions on the other hand. Suppose that the strong solution has N of
such topological features Tn, n ∈ {1, . . . , N}. We then split {1, . . . , N} =: C ·∪ P
with the convention that C enumerates the connected components in space-time
of the smooth two-phase interfaces (being time-evolving curves) and P enumer-
ates the triple junctions (being time-evolving points). If p ∈ P, we define Tp :=⋃
t∈[0,T ] Tp(t)×{t} to be the trajectory in space-time described by the triple junc-

tion. If c ∈ C, we define Tc :=
⋃
t∈[0,T ] Tc(t)×{t} ⊂ Īi,j for some i, j ∈ {1, . . . , P}
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with i 6= j to be the corresponding space-time connected component of a two-phase
interface Īi,j . We say that the i-th phase of the strong solution is present at the
topological feature Tn for n ∈ {1, . . . , N} if ∂Ω̄i ∩ Tn 6= ∅. Otherwise, we say that
the phase is absent at Tn. Finally, we write c ∼ p for c ∈ C and p ∈ P if and only
if Tc has an endpoint at Tp. Otherwise, we write c 6∼ p.

For each p ∈ P, let r̂p ∈ (0, 1] denote the localization scale provided by Propo-
sition 26, and for each i, j ∈ {1, . . . , P} such that i 6= j let ri,j ∈ (0, 1] be an
admissible localization scale for the interface Īi,j in the sense of Definition 21. We
also define

3`P := 1 ∧ min
t∈[0,T ]

min
p,p′∈P, p 6=p′

dist(Tp(t), Tp′(t)).

In words, `P keeps track of the separation of the triple junctions. Moreover, for
each c ∈ C we let

3`c := 1 ∧ min
t∈[0,T ]

min
c′∈C\{c} : Tc∩Tc′=∅

dist(Tc(t), Tc′(t)).

If c ∈ C refers to a closed loop, then `c measures the separation to all other topo-
logical features. Otherwise, c ∈ C refers to a two-phase interface with two triple
junction endpoints, and in this case `c represents the minimal distance to all other
topological features except for the two triple junctions at its endpoints and the set
of two-phase interfaces also having an endpoint at these triple junctions. We then
define

2rP := min
p∈P

r̂p ∧ `P ∧min
c∈C

`c ∈ (0, 1].(190)

Note that rP allows for the application of all the results from Section 6, and that
distinct triple junctions are well separated. In addition, the rP -ball around a triple
junction Tp intersects with the rP -neighborhood of a two-phase interface Tc if and
only if c ∼ p.

Next, in case c ∈ C does not refer to a closed loop, i.e., there exists exactly two
p+, p− ∈ P such that c ∼ p+ and c ∼ p−, we consider

3`′c := 1 ∧ min
t∈[0,T ]

min
c′∈C\{c}

c′∼p, p∈{p±}

dist
(
Tc(t) \

⋃
p∈{p±}

BrP (Tp(t)), Tc′(t)
)
.

The purpose of `′c is to separate interfaces which meet at the same triple junction;
at least outside of a neighborhood of the latter. We then define

2rC := min
i,j∈{1,...,P}, i 6=j

ri,j ∧min
c∈C

`c ∧ min
c∈C : ∃p∈P s.t. c∼p

`′c ∈ (0, 1].

Observe that the scale rC allows for the application of all the results from Sec-
tion 5, and that distinct interfaces are well separated at this scale in the previously
described sense.

Finally, it is convenient to define a minimal localization scale by means of

r̄min := rC ∧ rP > 0.(191)

7.1. Localization of topological features. We now introduce a partition of
unity (ηbulk, η1, . . . , ηN ), where each ηn for n = 1, . . . , N localizes in a neighborhood
of the corresponding topological feature Tn as follows:
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Lemma 34. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16, whose
network of interfaces decomposes into N topological features Tn, n ∈ {1, . . . , N}.
Let rP , r̄min ∈ (0, 1] be the localization scales defined by (190) and (191), and
let TP :=

⋃
p∈P Tp.

Then, for each n ∈ {1, . . . , N} there exists a continuous function

ηn : R2 × [0, T ]→ [0, 1]

satisfying ηn ∈ (C0
t C

2
x ∩ C1

t C
0
x)(R2×[0, T ] \ TP) with corresponding estimates

max
k=1,2

r̄kmin|∇kηn|+ r̄2
min|∂tηn| ≤ C in R2×[0, T ] \ TP ,(192)

for some constant C > 0, depending only on Ω̄ but not on r̄min, so that the family
(η1, . . . , ηN ) is a partition of unity in the following sense:

i) Let ηbulk := 1 −
∑N
n=1 ηn. Then ηbulk ∈ [0, 1] throughout R2×[0, T ]. On the

evolving network of interfaces I :=
⋃
i 6=j Īi,j we have ηbulk ≡ 0. Moreover,

there exists a constant C ≥ 1, depending only on Ω̄ but not on r̄min, such that
it holds

C−1
(
r̄−2
min dist2(·, I) ∧ 1

)
≤ ηbulk in R2×[0, T ] \ TP ,(193)

ηbulk ≤ C
(
r̄−2
min dist2(·, I) ∧ 1

)
in R2×[0, T ] \ TP ,(194)

|∇ηbulk| ≤ Cr̄−1
min

(
r̄−1
min dist(·, I) ∧ 1

)
in R2×[0, T ] \ TP ,(195)

|∂tηbulk| ≤ Cr̄−2
min

(
r̄−1
min dist(·, I) ∧ 1

)
in R2×[0, T ] \ TP ,(196)

and if either phase i or phase j is absent at a given topological feature n ∈
{1, . . . , N} we have the estimates

ηn ≤ C
(
r̄−2
min dist2(·, Īi,j) ∧ 1

)
in R2×[0, T ] \ TP ,(197)

|∇ηn| ≤ Cr̄−1
min

(
r̄−1
min dist(·, Īi,j) ∧ 1

)
in R2×[0, T ] \ TP ,(198)

|∂tηn| ≤ Cr̄−2
min

(
r̄−1
min dist(·, Īi,j) ∧ 1

)
in R2×[0, T ] \ TP .(199)

ii) For all c ∈ C and t ∈ [0, T ] it holds

supp ηc(·, t) ⊂ ΨTc(Tc(t)×{t}×[r̄min, r̄min]) =: imr̄min
(ΨTc)(t),(200)

with ΨTc denoting the restriction to Tc of the diffeomorphism (56) (assuming
that Tc ⊂ Īi,j).

iii) For all p ∈ P and t ∈ [0, T ] it holds

supp ηp(·, t) ⊂ BrP (Tp(t)).(201)

iv) Let p, p′ ∈ P be two distinct triple junctions. Then for all t ∈ [0, T ] we have

supp ηp(·, t) ∩ supp ηp′(·, t) ⊂ BrP (Tp(t)) ∩BrP (Tp′(t)) = ∅.(202)

v) Let p ∈ P be a triple junction and let c ∈ C be a two-phase interface. Then
supp ηp ∩ supp ηc 6= ∅ if and only if Tc has an endpoint at Tp. In this case and
assuming Tc ⊂ Īi,j for i 6= j ∈ {1, . . . , P}, it holds for all t ∈ [0, T ] that

supp ηp(·, t) ∩ supp ηc(·, t) ⊂ BrP (Tp(t)) ∩ (Wi,j(t) ∪Wi(t) ∪Wj(t)),(203)

where Wi,j, Wi and Wj are as in Definition 24.
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vi) Let c, c′ ∈ C be two distinct two-phase interfaces. Then we have supp ηc ∩
supp ηc′ 6= ∅ if and only if both interfaces have an endpoint at the same triple
junction Tp, p ∈ P. In this case, it holds for all t ∈ [0, T ] that

supp ηc(·, t) ∩ supp ηc′(·, t) ⊂ BrP (Tp(t)) ∩Wi(t),(204)

where we assume that Tc ⊂ Īi,j and Tc′ ⊂ Īk,i.

Proof. An illustration of the constructed functions close to a triple junction can be
found in Figure 14. For the definition of a partition of unity (ηbulk, η1, . . . , ηN ) with
the required localization and coercivity properties we proceed in several steps.

Step 1: Definition of auxiliary cutoffs. Let θ be a smooth and even cutoff function
with θ(s) = 1 for |s| ≤ 1

2 and θ ≡ 0 for |s| ≥ 1. Let ζ : R → [0,∞) be another
smooth cutoff function defined by

ζ(s) = (1− s2)θ(s2),(205)

see Figure 13. Let δ ∈ (0, 1] be a constant to be determined later (independent
of r̄min). Based on the profile ζ, we then introduce for each topological feature Tn,
n ∈ {1, . . . , N}, a corresponding cutoff function ζn as follows. First, for a given
triple junction p ∈ P we define the associated triple junction cutoff

ζp(x, t) := ζ
(dist(x, Tp(t))

rP

)
, (x, t) ∈ R2×[0, T ].(206)

Second, for a given connected component c ∈ C of a two-phase interface, say Tc ⊂
Īi,j for some i, j ∈ {1, . . . , P} with i 6= j, we define the associated interface cutoff
function

ζc(x, t) :=

{
ζ
( si,j(x,t)
δr̄min

)
, (x, t) ∈ im(ΨTc),

0 else,
(207)

where si,j is the signed distance function defined in (58) and im(ΨTc) is the image
of the diffeomorphism ΨTc , i.e., the restriction to Tc of the diffeomorphism (56).

It follows directly from the definitions (205)–(207), the regularity of the signed
distance in form of (61), (112) and (116), as well as (117) that

supp ζp(·, t) ⊂ BrP (Tp(t)), t ∈ [0, T ],(208)

supp ζc(·, t) ⊂ ΨTc(Tc(t)×{t}×[−δr̄min, δr̄min]), t ∈ [0, T ],(209)

and ζp ∈ (C0
t C

2
x ∩ C1

t C
0
x)(R2×[0, T ] \ Tp) as well as ζc ∈ (C0

t C
2
x ∩ C1

t C
0
x)(im(ΨTc))

with corresponding estimates (assuming Tc ⊂ Īi,j)

|1−ζp| ≤ C
(
r̄−2
min dist2(·, Tp) ∧ 1

)
on R2×[0, T ] \ Tp,(210)

|∇kζp| ≤ Cr̄−kmin

(
r̄
−(2−k)
min dist2−k(·, Tp) ∧ 1) on R2×[0, T ] \ Tp, k ∈ {1, 2},(211)

|∂tζp| ≤ Cr̄−2
min

(
r̄−1
min dist(·, Tp) ∧ 1

)
on R2×[0, T ] \ Tp,(212)

|1−ζc| ≤ C
(
r̄−2
min dist2(·, Īi,j) ∧ 1

)
on im(ΨTc),(213)

|∇kζc| ≤ Cr̄−kmin

(
r̄
−(2−k)
min dist2−k(·, Īi,j) ∧ 1

)
on im(ΨTc), k ∈ {1, 2},(214)

|∂tζc| ≤ Cr̄−2
min

(
r̄−1
min dist(·, Īi,j) ∧ 1

)
on im(ΨTc).(215)

Step 2: Define ηp for triple junctions p ∈ P. Let us assume that the phases
i, j, k ∈ {1, . . . , P} are present at the triple junction Tp, and the corresponding
interfaces are denoted by Tci,j ⊂ Īi,j , Tcj,k ⊂ Īj,k and Tck,i

⊂ Īk,i.
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r1/2 1−1/2−1

ζ(r)

1

Figure 13. The profile ζ used to construct the cutoff functions
for two-phase interfaces and triple junctions.

We want to define ηp such that (201) holds true. Recall from Definition 24 that
BrP (Tp) decomposes into six wedges. Three of them, namely the interface wedges
Wi,j , Wj,k resp. Wk,i, contain the interfaces Tci,j , Tcj,k resp. Tck,i

. The other three
are interpolation wedges denoted by Wi, Wj resp. Wk.

We now have everything in place to move on with the definition of ηp. We note
that BrP (Tp(t)) ∩ Wi,j(t) ⊂ im(ΨTci,j ) for all t ∈ [0, T ] due to (88) and (190).

Therefore, we can begin by setting

ηp(x, t) := ζp(x, t)ζci,j (x, t), t ∈ [0, T ], x ∈ BrP (Tp(t)) ∩Wi,j(t),(216)

and analogously on the other interface wedges Wj,k and Wk,i. To define ηp on the
interpolation wedges, we use the interpolation parameter built in Lemma 32. To
clarify the direction of interpolation, i.e., on which boundary of the interpolation
wedge the corresponding interpolation function is equal to one or zero, we make
use of the following notational convention. For the interpolation wedge Wi, say, we

denote by λj,ki the interpolation function as built in Lemma 32 and which inter-
polates from j to k in the sense that it is equal to one on (∂Wi,j ∩ ∂Wi) \ Tp and

which vanishes on (∂Wk,i ∩ ∂Wi) \ Tp. We also define λk,ji := 1− λj,ki which inter-
polates on Wi in the opposite direction from k to j. Analogously, one introduces
the interpolation functions on the other interpolation wedges. We may then define

(217)
ηp(x, t) := λj,ki (x, t)ζp(x, t)ζci,j (x, t) + (1−λj,ki )(x, t)ζp(x, t)ζck,i

(x, t),

t ∈ [0, T ], x ∈ BrP (Tp(t)) ∩Wi(t),

due to BrP (Tp(t)) ∩Wi(t) ⊂ im(ΨTci,j ) ∩ im(ΨTck,i
) for all t ∈ [0, T ], which follows

from (89) and (190). We can analogously define ηp on the other two interpolation
wedges Wj and Wk. Finally, we define

ηp(x, t) := 0, t ∈ [0, T ], x /∈ BrP (Tp(t)).(218)

We refer to Figure 14 for an illustration of the construction.
The localization property (201) is immediate from the definitions (216)–(218)

and the property (208), whereas (202) follows from the definition (190) of the local-
ization scale rP . Moreover, as a consequence of the estimates (157)–(158) for the
interpolation parameter, the estimates (210)–(215) for the auxiliary cutoffs, the def-
initions (216)–(218) and the trivial estimate dist(·, Īi,j)∨dist(·, Īj,k)∨dist(·, Īk,i) ≤
dist(·, Tp) throughout BrP (Tp(t)) for all t ∈ [0, T ] (assuming that the phases i, j, k ∈
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{1, . . . , P} are present at Tp) we obtain

|1−ηp| ≤ C
(
r̄−2
min dist2(·, Tp) ∧ 1

)
on R2×[0, T ] \ Tp,(219)

|∇kηp| ≤ Cr̄−kmin

(
r̄
−(2−k)
min dist2−k(·, Tp) ∧ 1

)
on R2×[0, T ] \ Tp, k ∈ {1, 2},(220)

|∂tηp| ≤ Cr̄−2
min

(
r̄−1
min dist(·, Tp) ∧ 1

)
on R2×[0, T ] \ Tp.(221)

These estimates of course imply the asserted bound (192) for n = p ∈ P. Note also
that the error estimates (197)–(199) are trivially fulfilled by definition (190) of the
localization scale rP , the property (201) and the estimate (192).

Step 3: Define ηc for c ∈ C. Let i, j ∈ {1, . . . , P} with i 6= j be such that
Tc ⊂ Īi,j . If the interface Tc has no endpoint at a triple junction, i.e., it is a closed
loop, we simply set

ηc(x, t) :=

{
ζc(x, t) if (x, t) ∈ im(ΨTc),

0, else,
(222)

where the cutoff ζc was already defined in (207).
Otherwise, the interface ends in two different triple junctions corresponding to

p, p′ ∈ P with p 6= p′. We will only describe the construction close to Tp, as
by (190) the triple junctions are separated on scale rP and can thus also be treated
separately. Away from the triple junctions Tp and Tp′ , we still define

ηc(x, t) :=

{
ζc(x, t) (x, t) ∈ im(ΨTc) \

⋃
t∈[0,T ]

(
BrP (Tp(t)) ∪BrP (Tp′(t))

)
×{t}

0 in
(
R2×[0, T ] \ im(ΨTc)

)
\
⋃
t∈[0,T ]

(
BrP (Tp(t)) ∪BrP (Tp′(t))

)
×{t}.

(223)

Near the triple junction, i.e., on BrP (Tp(t)) for all t ∈ [0, T ], we aim to modify the
definition such that ηc is supported within the set Wi ∪Wj ∪Wi,j . To this end, we
define

ηc(x, t) :=
(
1−ζp(x, t)

)
ζc(x, t), t ∈ [0, T ], x ∈ BrP (Tp(t)) ∩Wi,j(t),(224)

which is indeed possible in analogy to (216), and where the auxiliary cutoff ζp was
introduced in (206). On the interpolation wedges Wi resp. Wj , we again make use
of the arguments enabling (217) and set
(225)

ηc(x, t) := λj,ki (x, t)
(
1−ζp(x, t)

)
ζc(x, t), t ∈ [0, T ], x ∈ BrP (Tp(t)) ∩Wi(t),

ηc(x, t) := λi,kj (x, t)
(
1−ζp(x, t)

)
ζc(x, t), t ∈ [0, T ], x ∈ BrP (Tp(t)) ∩Wj(t),

ηc(x, t) := 0, t ∈ [0, T ], x ∈ BrP (Tp(t)) \
(
Wi,j(t) ∪Wi(t) ∪Wj(t)

)
,

where k ∈ {1, . . . , P} corresponds to the third phase present at p. We refer again
to Figure 14 for an illustration of the construction.

In terms of the required qualitative regularity for ηc, the only obstruction might
be the compatibility of (223) with (225). This is precisely the point where we
rely on a suitable choice of the scale δ ∈ (0, 1]. As we have seen in the proof of
Lemma 25, the curve trapping condition of (88) in fact holds on scale rP for a
wedge strictly contained in the interface wedge Wi,j (e.g., a wedge obtained by
angle bisection). Hence, due to the ball condition of Definition 21, this improved
curve trapping condition, and the definition (190) of the localization scale rP we
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may choose the constant δ ∈ (0, 1] small enough, depending only on the surface
tensions associated with Ω̄, such that

ΨTc(Tc(t)×{t}×[−δrP , δrP ]) ∩ ∂BrP (Tp(t)) ⊂⊂Wi,j(t)

uniformly over all t ∈ [0, T ]. This choice in turn ensures continuity of ηc, and then
based on the definitions (222)–(225) that ηc ∈ (C0

t C
2
x∩C1

t C
0
x)(R2×[0, T ]\TP) since

all the constituents of ηc enjoy this regularity (cf. Step 1 for the auxiliary cutoffs
and Lemma 32 for the interpolation parameter, respectively).

Next, we may infer the localization property (200) from the definitions (222)–
(225) and the property (209). Moreover, based on the choice (191) of the localiza-
tion scale r̄min, the localization property (201) and the definitions (224)–(225), one
may deduce (203) and (204).

We move on with the proof of the estimates (192) and (197)–(199) in terms
of n = c ∈ C. First, a straightforward application of the definitions (222)–(225),
the estimates (157)–(158) for the interpolation parameter, and the estimates (210)–
(215) for the auxiliary cutoffs implies (192). Consider then c ∈ C and distinct i, j ∈
{1, . . . , P} such that Tc 6⊂ Īi,j , i.e., either phase i or phase j is absent at Tc. Without
loss of generality, we may assume that there exists c′ ∈ C \ {c} and p ∈ P such
that Tc′ ⊂ Īi,j , c ∼ p and c′ ∼ p; and in this regime, it even suffices to restrict to
the domain BrP (Tp(t)) for all t ∈ [0, T ]. Otherwise, the error estimates (197)–(199)
are trivially fulfilled because of (200), the estimate (192) and definition (191) of the
localization scale r̄min.

To prove the error estimates in the remaining regime, we now fully exploit the
fact that a factor of 1 − ζp always appears in the definitions (224) and (225).
In particular, by means of the estimates (157)–(158) for the interpolation pa-
rameter, the estimates (210)–(215) for the auxiliary cutoffs, and the trivial esti-
mate dist(·, Tc) ≤ dist(·, Tp) throughout BrP (Tp(t)) for all t ∈ [0, T ], it follows

ηc ≤ C
(
r̄−2
min dist2(·, Tp) ∧ 1

)
in BrP (Tp(t)), t ∈ [0, T ],(226)

|∇ηc| ≤ Cr̄−1
min

(
r̄−1
min dist(·, Tp) ∧ 1

)
in BrP (Tp(t)), t ∈ [0, T ],(227)

|∂tηc| ≤ Cr̄−2
min

(
r̄−1
min dist(·, Tp) ∧ 1

)
in BrP (Tp(t)), t ∈ [0, T ].(228)

These estimates upgrade to (197)–(199) thanks to the bounds (92) and (90).
Step 4: Partition of unity. Next, we validate the partition of unity property for

the family of localization functions (η1, . . . , ηN ). First of all, it is clear from our
definitions (216)–(225) that ηn ∈ [0, 1] for each topological feature n ∈ {1, . . . , N}.
Together with the already established localization properties (200)–(204) and the

definitions (216)–(225), it also follows that
∑N
n=1 ηn ≤ 1 on R2 × [0, T ] as well as∑N

n=1 ηn ≡ 1 on the evolving network of interfaces I =
⋃
i 6=j Īi,j . Hence, we may

define the bulk term ηbulk := 1 −
∑N
n=1 ηn ∈ [0, 1] and obtain that the extended

family (ηbulk, η1, . . . , ηN ) is indeed a partition of unity on R2 × [0, T ].
Step 5: Estimates for the bulk cutoff. By the localization properties (200)–(204)

as well as the choices (190) and (191) of the localization scales rP and r̄min, it suffices
to prove (194)–(195) in

⋃
c∈C imr̄min

(ΨTc) \
⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t} and in⋃

p∈P
⋃
t∈[0,T ]BrP (Tp(t))×{t}, respectively. We in fact may argue separately for

each c ∈ C and each p ∈ P. Moreover, for all c ∈ C and all distinct i, j ∈ {1, . . . , P}
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such that Tc ⊂ Īi,j it holds

dist(·, Īi,j) = dist(·, I) in imr̄min
(ΨTc) \

⋃
p∈P

⋃
t∈[0,T ]

BrP (Tp(t))×{t},(229)

and similarly for all p ∈ P with present phases i, j, k ∈ {1, . . . , P}, it holds

dist(·, Īi,j) ∧ dist(·, Īj,k) ∧ dist(·, Īk,i) = dist(·, I) in
⋃

t∈[0,T ]

BrP (Tp(t))×{t}.(230)

First, let c ∈ C. Due to the localization properties (200)–(204), the choices (190)
and (191) of the localization scales rP and r̄min, as well as the definitions (222)
and (223) it holds

ηbulk = 1−ηc = 1−ζc in imr̄min
(ΨTc) \

⋃
p∈P

⋃
t∈[0,T ]

BrP (Tp(t))×{t}.(231)

The upper bounds (194)–(196) are therefore an immediate consequence of the
bounds (213)–(215), respectively, together with (229) and (230). The coercivity
estimate (193) in turn follows from the choice (205) of the quadratic cutoff profile.

Second, consider p ∈ P and assume that the pairwise distinct phases i, j, k ∈
{1, . . . , P} are present at Tp. Modulo a permutation of the indices, it suffices
to consider the two unique two-phase interfaces Tci,j ⊂ Īi,j and Tck,i

⊂ Īk,i so
that ci,j ∼ p and ck,i ∼ p, and then to prove the desired estimates on the interface
wedge Wi,j and the interpolation wedge Wi. In this regime, due to the localization
properties (200)–(204), the choices (190) and (191) of the localization scales rP
and r̄min, as well as the definitions (216)–(217) resp. (224)–(225), it holds

ηbulk = 1−ηci,j−ηp = 1−ζci,j in BrP (Tp(t)) ∩Wi,j(t),(232)

ηbulk = 1−ηci,j−ηck,i
−ηp(233)

= λj,ki (1−ζci,j ) + (1−λj,ki )(1−ζck,i
) in BrP (Tp(t)) ∩Wi(t)

for all t ∈ [0, T ]. The upper bounds (194)–(196) therefore follow from the es-
timates (213)–(215), the bound (157) for the interpolation parameter, the esti-
mates (90) and (91), as well as the estimates (229) and (230). The coercivity
estimate (193) in turn is again implied by (205). �

7.2. Global construction of the calibration. In this section, we glue together
the local constructions to define the global extensions ξi,j and B of the normal
vector fields and velocity field, respectively.

The idea for the construction of the vector fields ξi,j for i, j ∈ {1, . . . , P} with
i 6= j is as follows. First, we provide the definition of local vector fields ξni,j
for n ∈ {1, . . . , N} in the support of the associated localization function ηn for
each topological feature Tn. If both phases i and j are present at Tn, we define ξni,j
by means of the local constructions provided in Section 5 for the model problem
of a smooth manifold and Section 6 for the model problem of a triple junction.
This, however, leaves open the question of the definition of the vector fields ξni,j
for phases absent at Tn. It turns out that this issue is related to the conditions
of global stability between the phases. In particular, we would like to ensure that
at a given topological feature Tn, our relative entropy functional provides a length
control for those interfaces which are not present at Tn. For this purpose, we rely
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Figure 14. The different functions ηn for n ∈ C ∪P in the parti-
tion of unity at a single triple junction Tp for p ∈ P: The function
ηc for a single two-phase interface c ∈ C ending at the triple junc-
tion (top left), the function ηp for the triple junction itself (top
right), the sum of all two-phase localization functions at a triple
junction (bottom left), and the sum of all localization functions∑
n ηn (bottom right). Observe that the sum of all localization

functions equals 1 on the interfaces in the strong solution, but
decays quadratically away from them.

on the stability condition for an admissible matrix of surface tensions in the sense
of Definition 9 iii).

Lemma 35. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Let
(ηbulk, η1, . . . , ηN ) be a partition of unity as constructed in Lemma 34. In particu-
lar, let r̄min ∈ (0, 1] be the localization scale defined by (191), and TP :=

⋃
p∈P Tp.

Let i, j ∈ {1, . . . , P} be distinct phases and let n ∈ {1, . . . , N} correspond to a
topological feature. Given

Un :=
⋃

t∈[0,T ]

{x ∈ R2 : ηn(x, t) > 0} × {t}(234)

there exist continuous vector fields

ξni,j : Un → R2,

ξni : Un → R2,

satisfying the following properties:

i) It holds ξni,j , ξ
n
i ∈

(
C0
t C

2
x ∩C1

t C
0
x

)
(Un \TP), and there exists C > 0, which may

depend on Ω̄ but not on r̄min, such that throughout Un \ TP

max
k=0,1,2

r̄kmin|∇kξni,j |+ r̄2
min|∂tξni,j | ≤ C.(235)



WEAK-STRONG UNIQUENESS FOR MULTIPHASE MEAN CURVATURE FLOW 79

ii) On Un we have ξni,j = −ξnj,i, |ξni,j | ≤ 1 as well as

σi,jξ
n
i,j = ξni − ξnj .(236)

iii) If the phases i and j are both present at the topological feature Tn, then ξni,j
coincides on Un with the explicit two-phase construction from Lemma 22 in
case of n ∈ C, respectively the triple junction construction from Proposition 26
in case of n ∈ P.

iv) There exists a constant b = b(σ) ∈ (0, 1), depending only on the surface tension
matrix associated with the strong solution Ω̄, with the property that if either
phase i or j is absent at the topological feature Tn, then throughout Un we have

|ξni,j | ≤ b < 1.(237)

v) In case of equal surface tensions σi,j = σj,k = σk,i, we have ξnk · ξni,j = 0.

Proof. The proof consists of two parts distinguishing between the topological fea-
tures present in the network of interfaces of the strong solution.

Step 1: Consider the case n = c ∈ C. We first assume that both phases i and j
are present at the two-phase interface Tc, i.e., Tc ⊂ Īi,j . We then define the vector
field ξci,j on Uc as in Lemma 22. Note that by the localization property (200) and the
definition (191), we are indeed in the setting of Section 5. In particular, ξci,j = −ξcj,i
and ξci,j coincides with n̄i,j on supp ηc ∩ Īi,j . Furthermore, let us define the vector
fields ξci and ξcj as ξci :=

σi,j

2 ξci,j resp. as ξcj :=
σi,j

2 ξcj,i. This ensures that the desired
formula (236) is indeed satisfied. Moreover, the regularity estimate (235) follows
from (68) and (69).

Now, let us assume that at least one of the phases i or j is absent at the two-phase
interface Tc. To be specific, we fix m, l ∈ {1, . . . , P} with m 6= l such that Tc ⊂ Īm,l.
The idea now is to first define vector fields ξci and ξcj and then define ξci,j by means
of (236) such that (237) holds true. To this end, we rely on the strict triangle
inequality (10) for the given matrix of surface tensions, a direct consequence of our
stability assumption Definition 9 iii). Let us define

ξci :=
1

2
(σl,iξ

c
m,l + σm,iξ

c
l,m),

and analogously for ξcj . Note that this is indeed well-defined since we have already
provided a definition of the vector fields ξcm,l = −ξcl,m on the right-hand side as
they are assumed to be associated to phases present at Tc. This definition is also
consistent with the previous one because of the convention σl,l = σm,m = 0. We
may then compute plugging in the definitions

ξci,j :=
ξci − ξcj
σi,j

=
1

2

(σl,i − σl,j
σi,j

ξcm,l +
σm,i − σm,j

σi,j
ξcl,m

)
.

Hence, (237) holds true because we have |σl,i−σl,j

σi,j
| < 1 and |σm,i−σm,j

σi,j
| < 1 due to

the strict triangle inequality (10), whereas (235) follows because ξcm,l = −ξcl,m is
already subject to the same bound.

We note that in case of equal surface tensions σi,j = σj,k = σk,i, these definitions
ensure that

ξck · ξci,j = 0(238)

holds for Tc ⊂ Īi,j .



80 JULIAN FISCHER, SEBASTIAN HENSEL, TIM LAUX, AND THERESA M. SIMON

σl,m

σm,nσn,l

ql qm

qn

qi

< σi,l

qj

< σj,l

< σi,j

Figure 15. Sketch of the l2-embedding of σ in the case that i
and j correspond to absent phases, projected into the plane E
containing qk, ql and qm.

Step 2: Consider the case n = p ∈ P. Again, we first assume that both phases
i and j are present at the triple junction Tp, i.e., a connected component of the
interface Īi,j has an endpoint at Tp. Note that by the localization property (201)
and the definition (190), we may apply Proposition 26. Therein, we constructed a
vector field in the support of ηp we now call ξpi,j . In particular, ξpi,j = −ξpj,i and ξpi,j
coincides with n̄i,j on supp ηp ∩ Īi,j .

Assume now that k ∈ {1, . . . , P} is the third phase being present at the triple
junction Tp. By construction, we have σi,jξ

p
i,j+σj,kξ

p
j,k+σk,iξ

p
k,i = 0 on the support

of ηp. Defining then the vector field ξpi as ξpi := 1
3 (σi,jξ

p
i,j+σi,kξ

p
i,k), and analogously

for ξpj and ξpk, we indeed obtain (236). The remaining claimed properties follow from
Proposition 26.

We note that for equal surface tensions σi,j = σj,k = σk,i, these definitions imply
directly

ξpk · ξ
p
i,j = 0.(239)

In order to define ξpi,j if at least one of the phases i or j is absent at the triple junc-

tion, we define the vector fields ξpi and ξpj as time-independent affine combinations

of the previously defined vector fields using the stability condition Definition 9 iii).
To be specific, we assume that the distinct phases k, l,m ∈ {1, . . . , P} are present

at Tp. We then employ the stability condition Definition 9 iii), that is, there exists
a non-degenerate (P − 1)-simplex (q1, . . . , qP ) in RP−1 such that σi′,j′ = |qi′ − qj′ |
for all i′, j′ ∈ {1, . . . , P}. In particular, the triangle (qk, ql, qm) is non-degenerate
and spans a plane E in RP−1, which we may isometrically identify with R2 via an
affine map φ : E → R2. We furthermore denote the orthogonal projection onto E
by π. See Figure 15 for a sketch.

In order to prepare the proof of the coercivity condition (237) we claim

|πqi − πqj | < bσi,j(240)

for some b ∈ (0, 1), which we prove by considering two cases:
If exactly one of the two indices, say, j corresponds to a phase being present at Tp,

then πqj = qj . Note that due to the simplex (q1, . . . , qP ) being non-degenerate, also
the 3-simplex (qk, ql, qm, qi) is non-degenerate, so that qi cannot lie in the plane E.
Therefore, we have πqi 6= qi, so that

|πqi − πqj |2 < |qi − πqj |2 + |πqj − qj |2 = |qi − qj |2 = σ2
i,j ,

the latter by Definition 9 iii). This implies the strict inequality in this subcase.
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If both i and j correspond to phases being absent at Tp, we consider the orthog-

onal projection on the three dimensional affine space Ẽ spanned by (qj , qk, ql, qm),

as well as the orthogonal projection π̃ onto Ẽ. As the 4-simplex (qi, qj , qk, ql, qm)
is non-degenerate, we have π̃qi 6= qi and πqi = π ◦ π̃qi. Therefore, we have

|πqi − πqj |2 ≤ |qi − π̃qj |2 < |qi − π̃qj |2 + |π̃qj − qi|2 = |qi − qj |2 = σ2
i,j ,

allowing us to conclude as in the previous case.
We now proceed with the definition of ξpi′ for all i′ ∈ {1, . . . , P}. As (qk, ql, qm) is

non-degenerate and φ is isometric, also the triangle (φqk, φql, φqm) is non-degenerate.

Therefore, there exist unique λ̂i
′

k , λ̂
i′

l , λ̂
i′

m ∈ R such that λ̂i
′

k + λ̂i
′

l + λ̂i
′

m = 1 and

φ ◦ πqi′ = λ̂i
′

kφqk + λ̂i
′

l φql + λ̂i
′

mφqm.

We may then on Up define

ξpi′ := λ̂i
′

k ξ
p
k + λ̂i

′

l ξ
p
l + λ̂i

′

mξ
p
m,(241)

as well as ξpi,j and ξpj,i via (236). By uniqueness of the coefficient, these definitions
are consistent with the previous ones.

The claimed properties i) and iii) immediately follow from Proposition 26. The
identity ξpi,j = −ξpj,i, (236), and (235) are straightforward consequences of the

definition and again Proposition 26. Therefore, we only have to prove (237) in
order to get |ξpi,j | ≤ 1. To this end, we argue as follows:

Again by non-degeneracy of (φqk, φql, φqm) for all (x, t) ∈ Up there exist a unique
matrix A(x, t) ∈ R2×2 and y(x, t) ∈ R2 such that

ξpi′(x, t) = A(x, t)φ ◦ πqi′ + y(x, t).(242)

for all i′ = k, l,m. As (241) constitutes an affine combination, this equality even
holds for all i′ ∈ {1, . . . , P}. Furthermore, we have that the matrix A is orthogonal,
i.e., A(x, t) ∈ O for all (x, t) ∈ Up, since by Proposition 26 i) we have

|A(φ ◦ πqi′ − φ ◦ πqj′)| = |ξpi′ − ξ
p
j′ | = σi′,j′ |ξpi′,j′ | = σi′,j′ = |φ ◦ πqi′ − φ ◦ πqj′ |

and the triangle (φqk, φql, φqm) is non-degenerate. As A is orthogonal and φ is
isometric, we have by (240) that

|ξpi − ξ
p
i | = |A(φ ◦ πqi − φ ◦ πqj)| = |πqi − πqj | < b|qi − qj | = bσij ,(243)

which together with (236) gives iv). �

Now we may define the global extensions ξi,j = −ξj,i of the unit normal vector
fields between the phases i and j in the strong solution by gluing the local definitions
by means of the partition of unity (ηbulk, η1, . . . , ηN ) from Lemma 34.

Construction 36. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a
strong solution to multiphase mean curvature flow in the sense of Definition 16.
Let (ηbulk, η1, . . . , ηN ) be a partition of unity as constructed in Lemma 34. Let
i, j ∈ {1, . . . , P} with i 6= j, and let for all n ∈ {1, . . . , N} the local vector fields
ξni,j = −ξnj,i be given as in Lemma 35. We then define

ξi,j(x, t) :=

N∑
n=1

ηn(x, t)ξni,j(x, t)(244)

for all x ∈ R2 and all t ∈ [0, T ].
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Figure 16. Plot of the length of the vector field ξi,j . Observe
that the length is 1 on the interface Īi,j of the strong solution,
but decays quadratically away from it to a value strictly smaller
than 1, even on the other interfaces Īi,p and Īj,p. As a consequence,
the integral

´
Ii,j

1− ni,j · ξi,j dH1 provides an upper bound for the

interface error functional c
´
Ii,j

min{dist2(x, Īi,j), 1} dH1.

We proceed with the derivation of the coercivity condition provided by the length
of the vector fields ξi,j as defined by Construction 36. For an illustration we refer
to Figure 16.

Lemma 37. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Let
(ηbulk, η1, . . . , ηN ) be a partition of unity as constructed in Lemma 34. In par-
ticular, let r̄min ∈ (0, 1] be the localization scale defined by (191). Let ξi,j for
i, j ∈ {1, . . . , P} with i 6= j be the family of vector fields provided by Construc-
tion 36. Then there exists a constant C ≥ 1, depending only on Ω̄ but not on r̄min,
such that for all i, j ∈ {1, . . . , P} with i 6= j it holds

1

C

(
r̄−2
min dist2(·, Īi,j) ∧ 1

)
≤ 1− |ξi,j |.(245)

Furthermore, in case of equal surface tensions σi,j = σj,k = σk,i, we have

|ξk · ξi,j | ≤ C dist(·, Īi,j).(246)

Proof. Let (x, t) ∈ R2×[0, T ] and i, j ∈ {1, . . . , P} with i 6= j. The asserted es-
timate (245) is trivially fulfilled for (x, t) /∈ supp ξi,j . By the definition (244) we
may therefore assume that there exists a topological feature n ∈ {1, . . . , N} such
that (x, t) ∈ supp ηn and that ηn(x, t) = max{ηn′(x, t) : 1 ≤ n′ ≤ N}. Because of
the localization properties (202)–(204), we may additionally assume ηn(x, t) ≥ 1

4 .

Otherwise, |ξi,j | ≤ 3
4 on account of the local vector fields having at most unit length.

If either phase i or phase j is absent at the topological feature Tn, we argue as
follows. Using b ∈ (0, 1) from (237) we compute

|ξi,j | =

∣∣∣∣∣∣ηnξni,j +
∑

n′∈{1,...,N}\{n}

ηn′ξ
n′

i,j

∣∣∣∣∣∣ ≤ ηnb+
∑

n′∈{1,...,N}\{n}

ηn′

≤ 1− ηn(1− b).

Due to ηn(x, t) ≥ 1
4 we deduce 1 − |ξi,j(x, t)| ≥ 1

4 (1 − b) ∈ (0, 1). Therefore the
estimate (245) holds in this case.
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Next, we assume that both phases i and j are present at Tn. In the regime n =
c ∈ C, it follows from (x, t) ∈ supp ηc, the localization properties (200) and (203),
the definitions (191) and (190) of the localization scales rP and r̄min, as well as
the estimates (90) and (91) that dist(x, Īi,j(t)) ≤ C dist(x, I(t)). Hence, (245) is
implied by the coercivity estimate (193) for the bulk cutoff and the definition (244).

If n = p ∈ P, denote by k ∈ {1, . . . , P} the third phase present at Tp next to the
phases i and j. If x ∈ BrP (Tp(t))\

(
Wj,k(t)∪Wk,i(t)∪Wk(t)

)
, then by (90) and (91)

it again holds dist(x, Īi,j(t)) ≤ C dist(x, I(t)) so that (245) follows as before. Thus,
assume that x ∈ BrP (Tp(t))∩

(
Wj,k(t)∪Wk,i(t)∪Wk(t)

)
. Figure 16 serves as an il-

lustration for the subsequent argument, for which we in fact assume that x ∈Wk(t)
(the argument in case of interface wedges is similar). Based on the definition (244),
the localization properties (202)–(204), the coercivity estimate (237), and the defi-
nitions (217), (225) as well as (206), we estimate at (x, t)

1− |ξi,j | ≥ 1−
(
ηp + bηck,i

+ bηcj,k
)

= λi,jk

(
1−

(
bζck,i

+ (1−b)ζpζck,i

))
+ (1−λi,jk )

(
1−

(
bζcj,k + (1−b)ζpζcj,k

))
≥ (1− b)(1− ζp) ≥ (1− b)

(
r̄−2
min dist2(x, Tp) ∧ 1

)
.

The trivial estimate dist(x, Tp(t)) ≥ dist(x, Īi,j(t)) therefore allows to conclude.
To show (246), we simply use item v) from Lemma 35 as well as the compatibility

conditions on the vector fields (ξi,j)i 6=j . �

For a global definition of the velocity field B, we proceed analogously, i.e., we
first provide a definition for local velocity fields Bn for each topological feature Tn
with n ∈ {1, . . . , N} and then glue them together by means of the partition of unity
(ηbulk, η1, . . . , ηN ) from Lemma 34.

Construction 38. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a
strong solution to multiphase mean curvature flow in the sense of Definition 16.
Let (ηbulk, η1, . . . , ηN ) be a partition of unity as constructed in Lemma 34.

Let n ∈ {1, . . . , N}, and recalling the notation (234), we define a continuous
vector field

Bn : Un 7→ R2

as follows: in case of n ∈ C we take Bn as the restriction to Un of the two-phase ve-
locity field from Lemma 22. More precisely, in case the curve Tc connects two triple
junctions, the tangential component of Bn is chosen as in Proposition 33; other-
wise, we simply let the tangential component vanish. In case of n ∈ P we take Bn

as the restriction to Un of the triple junction velocity field from Proposition 26.
We finally define a global velocity field by means of

B(x, t) :=

N∑
n=1

ηn(x, t)Bn(x, t)(247)

for all x ∈ R2 and all t ∈ [0, T ].

We briefly present the regularity properties of the family of local velocity fields
from Construction 38.

Lemma 39. In the setting of Construction 38, for all n ∈ {1, . . . , N} the associ-
ated local velocity field satisfies Bn ∈ C0

t C
2
x(Un \ TP), TP :=

⋃
p∈P Tp. Moreover,
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there exists C > 0, which may depend on Ω̄ but not on the localization scale r̄min

from (191), such that throughout Un \ TP it holds

max
k=0,1,2

r̄kmin|∇kBn| ≤ Cr̄−1
min.(248)

Proof. For n = c ∈ C the estimate (248) follows from (70) and (183), which in
turn are indeed applicable thanks to the localization property (200) and the def-
inition (191). In case of n = p ∈ P, we may apply Proposition 26 due to the
localization property (201) and the definition (190), so that (99) implies (248). �

Equipped with the definition of the global velocity field B, we may now prove a
suitable estimate on the advective derivative of the bulk cutoff ηbulk from Lemma 34.

Lemma 40. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong solu-
tion to multiphase mean curvature flow in the sense of Definition 16. Let ηbulk be
the bulk cutoff from Lemma 34, r̄min ∈ (0, 1] the localization scale defined by (191),
and TP :=

⋃
p∈P Tp. Let B be the global velocity field from Construction 38. Denote

by I :=
⋃
t∈[0,T ]

⋃
i 6=j Īi,j(t) × {t} the evolving network of interfaces. Then there

exists a constant C > 0, depending only on the strong solution Ω̄ but not on r̄min,
such that

|∂tηbulk + (B · ∇)ηbulk| ≤ Cr̄−2
min

(
r̄−2
min dist2(·, I) ∧ 1

)
(249)

in R2×[0, T ]\TP . Moreover, for all n ∈ {1, . . . , N} and all distinct i, j ∈ {1, . . . , P}
such that either phase i or phase j is absent at Tn it holds

|∂tηn + (B · ∇)ηn| ≤ Cr̄−2
min

(
r̄−2
min dist2(·, Īi,j) ∧ 1

)
(250)

in R2×[0, T ] \ TP .

Proof. The estimate (250) is trivially fulfilled in case of n = p ∈ P by (192), (201)
and the definition (190) of the localization scale rP . Hence, let us reserve notation
for the proof of (250) by fixing c′′ ∈ C and distinct phases i′, j′ ∈ {1, . . . , P} such
that at least one of them is absent at Tc′′ .

We now split the proof into two parts, first establishing the asserted estimates
along two-phase interfaces Tc and away from triple junctions, and second in the
vicinity of triple junctions adjacent to Tc. More precisely, by the localization prop-
erties (200)–(204) and the choices (190)–(191) of the localization scales rP and r̄min,
it suffices to prove (249) in

⋃
c∈C imr̄min

(ΨTc) \
⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t} and

in
⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t}, respectively. We in fact may argue separately for

each c ∈ C and each p ∈ P.
Step 1: Estimates close to Tc and away from triple junctions. In this step, we

restrict ourselves to the region imr̄min
(ΨTc) \

⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t}. To fix

notation, let i, j ∈ {1, . . . , P} be such that c refers to a two-phase interface Tc ⊂ Īi,j .
Recalling (231), we register that

ηbulk = 1− ηc,(251)

ηc = ζc = ζ
( si,j
δr̄min

)
,(252)

B = ηcB
c,(253)

in imr̄min(ΨTc) \
⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t}.
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For (249), we first observe that the signed distance function is transported by Bc,
cf. (71). By the chain rule, this also holds for ζc, i.e.,

∂tζc + (Bc · ∇)ζc = 0 in im(ΨTc).(254)

Hence, using (253), (251), the quadratic order of ηbulk from (194), and the regularity
estimates (192) and (248) we obtain

|∂tζc + (B · ∇)ζc| = ηbulk|(Bc · ∇)ζc| ≤ Cr̄−2
min

(
r̄−2
min dist2(·, I) ∧ 1

)
(255)

in the region imr̄min(ΨTc) \
⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t}. By (251) and (252), this

is equivalent to (249).
For a proof of (250) throughout imr̄min(ΨTc) \

⋃
p∈P

⋃
t∈[0,T ]BrP (Tp(t))×{t}, we

may assume without loss of generality that c′′ = c; otherwise, the estimate (250)
is trivially fulfilled by (200) and the definition (191) of the localization scale r̄min.
However, if c′′ = c then the above argument already yields the claim thanks to (251),
(252) and (255).

Step 2: Estimates close to Tc and in the vicinity of triple junctions. Now, con-
sider p ∈ P and assume that the pairwise distinct phases i, j, k ∈ {1, . . . , P} are
present at Tp. Modulo a permutation of the indices, it suffices to consider the
two unique two-phase interfaces Tci,j ⊂ Īi,j and Tck,i

⊂ Īk,i so that c := ci,j ∼ p
and c′ := ck,i ∼ p, and then to prove the desired estimate (249) on the interface
wedge Wi,j and the interpolation wedge Wi.

In this step, let us turn to the interface wedge Wi,j . The interpolation wedge Wi

will be discussed in Step 3. With respect to (250), it then suffices to work in the
regime c′′ ∼ p and c′′ = c; otherwise, the estimate (250) is again fulfilled for trivial
reasons thanks to (203) and (204). Based on (224) and (232) we then have

ηc = (1− ζp)ζc,(256)

ηbulk = 1− ηc − ηp = 1− ζc,(257)

B = ηcB
c + ηpB

p,(258)

throughout BrP (Tp(t)) ∩Wi,j(t) for all t ∈ [0, T ].
For the estimate on the advective derivative of the bulk cutoff, using (257) and

the transport equation for the interface cutoff (254) (which is applicable through-
out BrP (Tp(t)) ∩Wi,j(t) for all t ∈ [0, T ] due to (88)) we obtain

∂tζc = −(Bc · ∇)ζc = −
(
B · ∇

)
ζc − ηbulk(Bc · ∇)ζc − ηp

(
(Bp−Bc) · ∇

)
ζc

in BrP (Tp(t)) ∩ Wi,j(t) for all t ∈ [0, T ]. In particular, because of (194), (248),
(214), (88), (192), (186), (91), and finally (230) this entails∣∣∂tζc +

(
B · ∇

)
ζc
∣∣ ≤ Cr̄−2

min

(
r̄−2
min dist2(·, I) ∧ 1

)
(259)

in BrP (Tp(t)) ∩Wi,j(t) for all t ∈ [0, T ]. By the representation (257), this is equiv-
alent to (249).

To obtain the asserted bound on the advective derivative of the interface cut-
off ηc, we use that since ζp is only a smooth function of the distance to the triple
point Tp(t) = {p(t)} (performing an excusable abuse of notation), it satisfies the

transport equation ∂tζp + ( d
dtp(t) · ∇)ζp = 0 throughout R2×[0, T ] \ TP . By Propo-

sition 26 i), the partition of unity property of the family (η1, . . . , ηN ), and the regu-
larity estimates (248) resp. (192), it follows that |B−B(p(t), t)| ≤ Cr̄−2

min dist(·, Tp)
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in BrP (Tp(t)) ∩ (Wi,j(t) ∪Wi(t) ∪Wj(t)) for all t ∈ [0, T ]. This in turn implies by
means of (206)

|∂tζp +
(
B · ∇)ζp| ≤ Cr̄−2

minr
−2
P dist2(·, Tp(t)) ≤ Cr̄−2

min(1− ζp)(260)

in BrP (Tp(t)) ∩ (Wi,j(t) ∪Wi(t) ∪Wj(t)) for all t ∈ [0, T ]. Hence, when restricting
to the interface wedge we obtain from the combination of (256), the product rule,
(259), (260) and finally (197) that the desired estimate (250) indeed holds true in
BrP (Tp(t)) ∩Wi,j(t) for all t ∈ [0, T ].

Step 3: Estimates in interpolation wedges at triple junctions. We turn to the
proof of (249) and (250) on the interpolation wedge Wi. Recall to this end the
notation fixed at the beginning of Step 2. With respect to proving (250), it suffices
to consider c′′ ∼ p and c′′ ∈ {c, c′}, and thus up to a relabeling c′′ = c; otherwise,
the estimate (250) follows trivially because of (203) and (204).

Because of (225) and (233), it then holds (abbreviating λ := λj,ki )

ηc = λ(1− ζp)ζc,(261)

ηbulk = 1− ηc − ηc′ − ηp = λ(1−ζc) + (1−λ)(1−ζc′),(262)

B = ηcB
c + ηc′B

c′ + ηpB
p,(263)

throughout BrP (Tp(t)) ∩Wi(t) for all t ∈ [0, T ].
Based on the second identity of (262) and (263), we may split the task of esti-

mating the advective derivative of the bulk cutoff as follows:

∂tηbulk + (B · ∇)ηbulk =: I + II,

where we defined

I := (1−ζc)(∂t+B · ∇)λ+ (1−ζc′)(∂t+B · ∇)(1−λ),

II := λ
(
∂t+B · ∇

)
(1−ζc) + (1−λ)

(
∂t+B · ∇

)
(1−ζc′).

We estimate term by term. For an estimate of II, we argue in a similar fashion to
Step 2. More precisely, applying (262) and the transport equation for the interface
cutoff (254) (which is applicable throughout BrP (Tp(t)) ∩Wi(t) for all t ∈ [0, T ]
due to (89)) we have

∂tζc = −
(
B · ∇

)
ζc − ηbulk(Bc · ∇)ζc − ηc′

(
(Bc

′
−Bc) · ∇

)
ζc − ηp

(
(Bp−Bc) · ∇

)
ζc

in BrP (Tp(t)) ∩Wi(t) for all t ∈ [0, T ]. Replacing the use of (88) by (89) and the
use of (91) by (90), we may rely on the otherwise same argument entailing (259)

to deduce that (adding also zero in form of Bc
′−Bc = (Bc

′−Bp) + (Bp−Bc))∣∣∂tζc +
(
B · ∇

)
ζc
∣∣ ≤ Cr̄−2

min

(
r̄−2
min dist2(·, I) ∧ 1

)
(264)

in BrP (Tp(t)) ∩Wi(t) for all t ∈ [0, T ]. Of course, the same estimate holds true

in terms of ζc′ . Hence, |II| ≤ Cr̄−2
min

(
r̄−2
min dist2(·, I) ∧ 1

)
in BrP (Tp(t)) ∩Wi(t) for

all t ∈ [0, T ] as desired.
We turn to the estimate of I. Adding zero and relying on (262) as well as (263),

we observe that it holds

(∂t+B · ∇)λ = (∂t+B
p · ∇)λ+

(
ηc(B

c−Bp)+ηc′(Bc
′
−Bp)−ηbulkB

p
)
· ∇λ.

By familiar arguments in combination with the controlled blowup (157) of the
derivative of the interpolation parameter, one checks that the second right hand
side term of the previous display is of the order O(r̄−2

min). The first right hand side
term is of the same order thanks to (90) and the bound (161) on the advective
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derivative of the interpolation parameter (for which we may freely pass from Bp

to Bp(p(t), t), abusing again notation in form of Tp(t) = {p(t)}, cf. Proposition 26 i)
and the estimate (99)). Hence,

|∂tλ+ (B · ∇)λ| ≤ Cr̄−2
min.(265)

By (213) and (90), we thus obtain |(1−ζc)(∂t+B ·∇)λ| ≤ Cr̄−2
min(r−2

min dist2(·, I)∧1).
Arguing analogously one also bounds the term (1−ζc′)(∂t+B · ∇)(1−λ) to the
same order, so that in summary (249) follows in the region BrP (Tp(t)) ∩ Wi(t)
for all t ∈ [0, T ].

We finally provide the proof of (250) in the given interpolation wedge. When
computing the advective derivative of ηc, it follows from (261), the product rule,
(264), (260) and (197) that we only need to additionally control the term when
the derivative falls onto the interpolation parameter. However, since we already
have (265) at our disposal, it follows from (210) that

|(∂t+B · ∇)λ|(1− ζp)ζc ≤ Cr̄−2
min

(
r̄−2
min dist2(·, Tp) ∧ 1

)
,

which by (90) (or a trivial argument if either i′ or j′ is absent at Tp) entails a bound
of required order. This in turn concludes the proof. �

7.3. Global compatibility estimates. We next lift the local compatibility esti-
mates from Proposition 33 to compatibility estimates between the global and local
constructions. These technical estimates will be needed in order to derive the es-
timates (4c)–(4e) for the global constructions from the corresponding ones for the
local constructions in Lemma 22 and Proposition 26.

Lemma 41. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Let
(ηbulk, η1, . . . , ηN ) be a partition of unity as constructed in Lemma 34. In particular,
let r̄min ∈ (0, 1] be the localization scale defined by (191) and TP :=

⋃
p∈P Tp. Let

(ξni,j)n∈{1,...,N} be the local vector fields from Lemma 35 as well as (Bn)n∈{1,...,N}
be the local velocity fields from Construction 38. Let ξi,j be the global vector fields
from Construction 36, and let B be the global velocity field from Construction 38.

Then, the local and global constructions are compatible in the sense that for all
topological features n ∈ {1, . . . , N}, and all distinct phases i, j ∈ {1, . . . , P} such
that both i and j are present at Tn, the following estimates are satisfied

1supp ηn

∣∣ξi,j − ξni,j∣∣ ≤ C(r̄−1
min dist(·, Īi,j) ∧ 1

)
,(266)

1supp ηn

∣∣(ξi,j − ξni,j) · ξni,j∣∣ ≤ C(r̄−2
min dist2(·, Īi,j) ∧ 1

)
,(267)

1supp ηn

∣∣B −Bn∣∣ ≤ Cr̄−1
min

(
r̄−2
min dist2(·, Īi,j) ∧ 1

)
,+(268)

1supp ηn

∣∣∇B −∇Bn∣∣ ≤ Cr̄−2
min

(
r̄−1
min dist(·, Īi,j) ∧ 1

)
(269)

throughout R2×[0, T ]\TP . The constant C > 0 may depend on the strong solution Ω̄,
but is independent of r̄min.

For the proof of Lemma 41, recall that we decomposed {1, . . . , N} =: C ·∪ P
with the convention that C enumerates the connected components in space-time of
the smooth two-phase interfaces and P enumerates the triple junctions. If p ∈ P,
we defined Tp to be the trajectory in space-time described by the triple junction.
If c ∈ C, we defined Tc ⊂ Īi,j for some i, j ∈ {1, . . . , P} with i 6= j to be the
corresponding space-time connected component of a two-phase interface Īi,j . We
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further write c ∼ p for c ∈ C and p ∈ P if and only if Tc has an endpoint at Tp.
Note finally that two distinct phases i, j ∈ {1, . . . , P} are simultaneously present at
a topological feature Tn, n ∈ {1, . . . , N}, if and only if Tn ⊂ Īi,j .

Proof. We aim to reduce the situation to the local compatibility estimates from
Proposition 33. Such a reduction argument turns out to be possible due to the
localization properties (202)–(204), the estimates (194)–(198), and our assumption
that both phases i and j are present at the selected topological feature. For all what
follows, let n ∈ {1, . . . , N} and i, j ∈ {1, . . . , P} such that i 6= j as well as Tn ⊂ Īi,j .
For notational convenience, we abbreviate for the purpose of the proof r̄ := r̄min

and di,j := dist(·, Īi,j).
Step 1: Proof of (266). We insert the definition (244) which in combination with

the estimates (194), (197) and (235) yields

1supp ηn(ξi,j−ξni,j) = −1supp ηnηbulkξ
n
i,j +

N∑
n′=1,n′ 6=n

1supp ηnηn′(ξ
n′

i,j−ξni,j)

=

N∑
n′=1,n′ 6=n
Tn′⊂Īi,j

1supp ηnηn′(ξ
n′

i,j−ξni,j) +O(r̄−2d2
i,j ∧ 1).(270)

Next, the localization properties (202)–(204) allow to represent the remaining right
hand side terms in form of

N∑
n′=1,n′ 6=n
Tn′⊂Īi,j

1supp ηnηn′(ξ
n′

i,j−ξni,j) =
∑

p∈P,Tp⊂Īi,j

∑
c∈C,c∼p

1n=c1supp ηcηp(ξ
p
i,j−ξ

c
i,j)

+
∑

c∈C,Tc⊂Īi,j

∑
p∈P,c∼p

1n=p1supp ηpηc(ξ
c
i,j−ξ

p
i,j)

+
∑

c∈C,Tc⊂Īi,j

∑
p∈P,c∼p

∑
c′∈C,c′ 6=c
c′∼p

1n=c′1supp ηc′ ηc(ξ
c
i,j−ξc

′

i,j).

The assumption Tn ⊂ Īi,j furthermore enables us to post-process the previous
identity as follows

N∑
n′=1,n′ 6=n
Tn′⊂Īi,j

1supp ηnηn′(ξ
n′

i,j−ξni,j) =
∑

p∈P,Tp⊂Īi,j

∑
c∈C,Tc⊂Īi,j

c∼p

1n=c1supp ηcηp(ξ
p
i,j−ξ

c
i,j)

+
∑

c∈C,Tc⊂Īi,j

∑
p∈P,Tp⊂Īi,j

c∼p

1n=p1supp ηpηc(ξ
c
i,j−ξ

p
i,j).

We are now in a position to apply Proposition 33. More precisely, thanks to the
localization property (203) and the definition (191) we have the estimate (184) at
our disposal, implying that

N∑
n′=1,n′ 6=n
Tn′⊂Īi,j

1supp ηnηn′(ξ
n′

i,j−ξni,j) = O(r̄−1di,j ∧ 1),
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at least under our assumption of Tn ⊂ Īi,j . This concludes the argument for (266).
Step 2: Proof of (267). Multiplying (270) by ξni,j and afterwards running through

the same argument as in Step 1 entails

N∑
n′=1,n′ 6=n
Tn′⊂Īi,j

1supp ηnηn′(ξ
n′

i,j−ξni,j) · ξni,j

=
∑

p∈P,Tp⊂Īi,j

∑
c∈C,Tc⊂Īi,j

c∼p

1n=c1supp ηcηp(ξ
p
i,j−ξ

c
i,j) · ξci,j

+
∑

c∈C,Tc⊂Īi,j

∑
p∈P,Tp⊂Īi,j

c∼p

1n=p1supp ηpηc(ξ
c
i,j−ξ

p
i,j) · ξ

p
i,j +O(r̄−2d2

i,j ∧ 1).

Adding zero in the second right hand side term of the previous display in form
of (ξci,j−ξ

p
i,j) · ξ

p
i,j = −|ξci,j−ξ

p
i,j |2 + (ξci,j−ξ

p
i,j) · ξci,j , and then applying the local

compatibility estimates (185) and (184), we deduce (267).
Step 3: Proof of (268). Using the definition (247), the regularity estimates (248)

and the local compatibility estimate (186) instead of (244), (235) and (184), respec-
tively, and substituting (B,Bn) for (ξi,j , ξ

n
i,j) in the argument of Step 1 directly

implies (268).
Step 4: Proof of (269). We give some details here, as in comparison to Step 1 or

Step 3 the argument in favor of (269) involves an additional (though simple) reduc-
tion step. Starting with the definition (247), the estimates (194), (197) and (248),
and in addition the product rule we obtain

1supp ηn(∇B−∇Bn)

= −1supp ηnηbulk∇Bn +

N∑
n′=1,n′ 6=n

1supp ηnηn′(∇Bn
′
−∇Bn) +

N∑
n′=1

1supp ηnB
n′ ⊗∇ηn′

=

N∑
n′=1,n′ 6=n
Tn′⊂Īi,j

1supp ηnηn′(∇Bn
′
−∇Bn) +

N∑
n′=1

1supp ηnB
n′ ⊗∇ηn′

+O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

The first right hand side term is estimated to desired order O
(
r̄−2(r̄−1di,j ∧ 1)

)
based on the local compatibility estimate (187) and the above familiar reduction
arguments. Adding zero in the second right hand side term moreover entails

N∑
n′=1

1supp ηnB
n′ ⊗∇ηn′

=

N∑
n′=1,n′ 6=n

1supp ηn(Bn
′
−Bn)⊗∇ηn′ − 1supp ηnB

n ⊗∇ηbulk.

The previous reduction arguments in combination with the local compatibility es-
timate (186), the upper bound (195) for the gradient of the bulk cutoff, as well as

the regularity estimates (192) and (248) thus show that
∑N
n′=1 1supp ηnB

n′ ⊗∇ηn′
is of order O

(
r̄−2(r̄−1di,j ∧ 1)

)
. This concludes the proof. �
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7.4. Approximate transport and mean curvature flow equations. We de-
rive the global (or network) version of our previous bounds from Lemma 22 and
Proposition 26, which are valid for the model problem of a smooth manifold and a
triple junction, respectively.

Lemma 42. Let d = 2 and P ∈ N, P ≥ 2. Let Ω̄ = (Ω̄1, . . . , Ω̄P ) be a strong
solution to multiphase mean curvature flow in the sense of Definition 16. Let
next r̄min ∈ (0, 1] be the localization scale defined by (191) and TP :=

⋃
p∈P Tp. Let

(ξni,j)n∈{1,...,N} be the local vector fields from Lemma 35 as well as (Bn)n∈{1,...,N}
be the local velocity fields from Construction 38. Let ξi,j be the global vector fields
from Construction 36, and let B be the global velocity field from Construction 38.

Then there exists a constant C > 0, depending only on the strong solution Ω̄ but
not on r̄min, so that we have the estimates

|∂tξi,j + (B · ∇)ξi,j + (∇B)Tξi,j | ≤ Cr̄−2
min

(
r̄−1
min dist(·, Īi,j) ∧ 1

)
,(271)

|(∇ · ξi,j) +B · ξi,j | ≤ Cr̄−1
min

(
r̄−1
min dist(·, Īi,j) ∧ 1

)
,(272) ∣∣ξi,j · ∂tξi,j + ξi,j · (B · ∇)ξi,j

∣∣ ≤ Cr̄−2
min

(
r̄−2
min dist2(·, Īi,j) ∧ 1

)
(273)

in R2×[0, T ] \ TP , for all i, j ∈ {1, . . . , P} with i 6= j.
Furthermore, the additional estimates mentioned in Remark 7

|∇B : ξi,j ⊗ ξi,j |(x, t) ≤ C dist(x, Īi,j(t)) for all i 6= j,(274) ∣∣∇B :
(
ξi,j ⊗ Jξi,j + Jξi,j ⊗ ξi,j

)∣∣(x, t) ≤ C dist(x, Īi,j(t)) for all i 6= j,(275)

may be enforced, where the matrix J denotes the counter-clockwise rotation by 90◦.

Proof. Let i, j ∈ {1, . . . , P} such that i 6= j. For notational convenience, we again
abbreviate for the purpose of the proof r̄ := r̄min and di,j := dist(·, Īi,j). Recall
that the distinct phases i and j are both present at a given topological feature Tn,
n ∈ {1, . . . , N}, if and only if Tn ⊂ Īi,j .

Step 1: Proof of (271). By the product rule, the definition (244), the regularity
estimates (235) and (248), as well as the error estimates (197)–(199) we compute

∂tξi,j+(B · ∇)ξi,j =

N∑
n=1,Tn⊂Īi,j

ηn(∂t+B · ∇)ξni,j +

N∑
n=1,Tn⊂Īi,j

ξni,j(∂t+B · ∇)ηn

+O
(
r̄−2(r̄−1di,j ∧ 1)

)
.

Next, it follows from adding zero, the compatibility estimate (266), the regularity
bound (192), and again (248), (198) and (199) that

N∑
n=1,Tn⊂Īi,j

ξni,j(∂t+B · ∇)ηn =

N∑
n=1,Tn⊂Īi,j

ξi,j(∂t+B · ∇)ηn +O
(
r̄−2(r̄−1di,j ∧ 1)

)
= −ξi,j(∂t+B · ∇)ηbulk +O

(
r̄−2(r̄−1di,j ∧ 1)

)
.

Thanks to the compatibility estimate (268) and the regularity estimate (235), we
also have

N∑
n=1,Tn⊂Īi,j

ηn(B · ∇)ξni,j =

N∑
n=1,Tn⊂Īi,j

ηn(Bn · ∇)ξni,j +O
(
r̄−2(r̄−1di,j ∧ 1)

)
.
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Together with the upper bounds (195) resp. (196) for the bulk cutoff and the reg-
ularity estimate (248), the previous three displays combine to

∂tξi,j+(B · ∇)ξi,j =

N∑
n=1,Tn⊂Īi,j

ηn(∂t+B
n · ∇)ξni,j +O

(
r̄−2(r̄−1di,j ∧ 1)

)
.(276)

In a next step, we compute based on the product rule, the definitions (244)
and (247), the error estimate (197), the regularity estimates (248) and (192), as
well as the compatibility estimate (269)

(∇B)Tξi,j =

N∑
n=1,Tn⊂Īi,j

ηn(∇B)Tξni,j +O
(
r̄−2(r̄−1di,j ∧ 1)

)
=

N∑
n=1,Tn⊂Īi,j

ηn(∇Bn)Tξni,j +O
(
r̄−2(r̄−1di,j ∧ 1)

)
.(277)

Hence, in view of (276) and (277) we reduced the task to the local evolution equa-
tions at topological features for which both phases i and j are present:

∂tξi,j+(B · ∇)ξi,j+(∇B)Tξi,j =

N∑
n=1,Tn⊂Īi,j

ηn
(
∂tξ

n
i,j+(Bn · ∇)ξni,j+(∇Bn)Tξni,j

)
+O

(
r̄−2(r̄−1di,j ∧ 1)

)
.

To conclude that (271) holds, it thus only remains to observe that the bounds on
the local evolution equations (72) and (94), respectively, are applicable due to the
localization properties (200)–(201) and the definitions (190)–(191).

Step 2: Proof of (272). We proceed in the same style as for the proof of (271).
On one side, it is immediate from the definitions (244) and (247), the error esti-
mate (197), the regularity estimates (235) and (248), as well as the compatibility
estimate (268)

B · ξi,j =

N∑
n=1,Tn⊂Īi,j

ηnB · ξni,j +O
(
r̄−1(r̄−1di,j ∧ 1)

)
=

N∑
n=1,Tn⊂Īi,j

ηnB
n · ξni,j +O

(
r̄−1(r̄−1di,j ∧ 1)

)
.

On the other side, we have by the definition (244), the product rule, the error
estimates (197)–(198), the regularity estimates (235) and (192), the compatibility
estimate (266), and finally the upper bound (195) for the bulk cutoff

∇ · ξi,j =

N∑
n=1,Tn⊂Īi,j

ηn(∇ · ξni,j) +

N∑
n=1,Tn⊂Īi,j

(ξni,j · ∇)ηn +O
(
r̄−1(r̄−1di,j ∧ 1)

)
=

N∑
n=1,Tn⊂Īi,j

ηn(∇ · ξni,j) +

N∑
n=1,Tn⊂Īi,j

(ξi,j · ∇)ηn +O
(
r̄−1(r̄−1di,j ∧ 1)

)
=

N∑
n=1,Tn⊂Īi,j

ηn(∇ · ξni,j)− (ξi,j · ∇)ηbulk +O
(
r̄−1(r̄−1di,j ∧ 1)

)
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=

N∑
n=1,Tn⊂Īi,j

ηn(∇ · ξni,j) +O
(
r̄−1(r̄−1di,j ∧ 1)

)
.

The previous two displays in total imply

∇ · ξi,j +B · ξi,j =

N∑
n=1,Tn⊂Īi,j

ηn
(
∇ · ξni,j+Bn · ξni,j

)
+O

(
r̄−1(r̄−1di,j ∧ 1)

)
,

so that (272) follows due to its local counterparts (74) and (95), respectively.
Step 3: Proof of (273). We first claim that

(278)

ξi,j · (∂t+B · ∇)ξi,j

=

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηnηn′ξ
n
i,j · (∂t+Bn

′
· ∇)ξn

′

i,j +O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

For a proof of (278) one may argue as follows. First, plugging in the definition (244),
applying the product rule, and making use of the error estimate (197) as well as
the regularity estimates (235) and (192) entails

ξi,j · ∂tξi,j =

N∑
n=1,Tn⊂Īi,j

ηnξ
n
i,j · ∂tξi,j +O

(
r̄−2(r̄−2d2

i,j ∧ 1)
)

=

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηnηn′ξ
n
i,j · ∂tξn

′

i,j +

N∑
n=1,Tn⊂Īi,j

N∑
n′=1

ηn(ξni,j · ξn
′

i,j)∂tηn′

+O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

Substituting the differential operator (B · ∇) for ∂t, and recalling in addition to
the above ingredients the regularity estimate (248) as well as the compatibility

estimate (268) (which allows to switch from B to Bn
′
) then also yields

ξi,j · (B · ∇)ξi,j =

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηnηn′ξ
n
i,j · (Bn

′
· ∇)ξn

′

i,j

+

N∑
n=1,Tn⊂Īi,j

N∑
n′=1

ηn(ξni,j · ξn
′

i,j)(B · ∇)ηn′ +O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

Observe that the combination of the previous two displays already generates the
first right hand side term of (278).

We proceed by first splitting the sum over topological features n′ ∈ {1, . . . , N},
adding zero several times in the resulting first term, then applying the compatibility
estimates (266), (267) and (184), and finally recalling the regularity estimate (192)
which results in the estimate (of course, only terms with supp ηn ∩ supp ηn′ 6= ∅ are
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relevant in the subsequent sums)

N∑
n=1,Tn⊂Īi,j

N∑
n′=1

ηn(ξni,j · ξn
′

i,j)∂tηn′

=

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηn(ξni,j · ξn
′

i,j)∂tηn′ +

N∑
n,n′=1

Tn⊂Īi,j ,Tn′ 6⊂Īi,j

ηn(ξni,j · ξn
′

i,j)∂tηn′

=

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηn
(
|ξi,j |2−|ξni,j−ξi,j |2 + (ξni,j−ξi,j) · ξni,j + ξn

′

i,j · (ξn
′

i,j−ξi,j)
)
∂tηn′

+

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηn(ξni,j−ξn
′

i,j) · (ξn
′

i,j−ξi,j)∂tηn′ +

N∑
n,n′=1

Tn⊂Īi,j ,Tn′ 6⊂Īi,j

ηn(ξni,j · ξn
′

i,j)∂tηn′

=

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηn|ξi,j |2∂tηn′ +

N∑
n,n′=1

Tn⊂Īi,j ,Tn′ 6⊂Īi,j

ηn(ξni,j · ξn
′

i,j)∂tηn′ +O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

Based on the regularity estimates (192) and (248), we may again substitute the
differential operator (B · ∇) for ∂t in the previous computation, which in turn by
two applications of the crucial estimate (250) and finally an application of the bulk
cutoff estimates (249) resp. (194) allows to deduce

N∑
n=1,Tn⊂Īi,j

N∑
n′=1

ηn(ξni,j · ξn
′

i,j)(∂t+B · ∇)ηn′

=

N∑
n,Tn⊂Īi,j

N∑
n′=1

ηn|ξi,j |2(∂t+B · ∇)ηn′

+

N∑
n,n′=1

Tn⊂Īi,j ,Tn′ 6⊂Īi,j

ηn(ξni,j · ξn
′

i,j)(∂t+B · ∇)ηn′ +O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)

= −(1−ηbulk)|ξi,j |2(∂t+B · ∇)ηbulk +O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)

= O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

In particular, we obtain the asserted estimate (278).
It remains to post-process the right hand side term of (278). In view of (73)

and (96), it suffices to get rid of the “off-diagonal” terms n 6= n′ ∈ {1, . . . , N}
with Tn ⊂ Īi,j , Tn′ ⊂ Īi,j and supp ηn ∩ supp ηn′ 6= ∅. For each such pair of
topological features we may add zero several times to rewrite (recall again the local
identities (73) and (96))

ξni,j · (∂t+Bn
′
· ∇)ξn

′

= ξni,j ·
(
∂tξ

n′

i,j+(Bn
′
· ∇)ξn

′

i,j+(∇Bn
′
)Tξn

′

i,j

)
− ξni,j(∇Bn

′
)Tξn

′

i,j

= (ξni,j−ξn
′

i,j) ·
(
∂tξ

n′

i,j+(Bn
′
· ∇)ξn

′

i,j+(∇Bn
′
)Tξn

′

i,j

)
+ (ξn

′

i,j−ξni,j)(∇B)Tξn
′

i,j

+ (ξn
′

i,j−ξni,j)(∇Bn
′
−∇B)Tξn

′

i,j .
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Hence, summing the previous identity over the relevant topological features, then
matching terms which correspond to the previous computation but with the roles
of n and n′ being reversed, and finally using the compatibility estimates (269) resp.
(184) as well as the local evolution equations (72) and (94) we infer that

N∑
n,n′=1

Tn,Tn′⊂Īi,j

ηnηn′ξ
n
i,j · (∂t+Bn

′
· ∇)ξn

′

i,j = O
(
r̄−2(r̄−2d2

i,j ∧ 1)
)
.

This in turn constitutes the required upgrade of (278).
Similarly, the bounds (274) and (275) are a consequence of the corresponding

bounds from Lemma 22, Proposition 26 and the compatibility estimates. �

7.5. Existence of gradient flow calibrations: Proof of Theorem 6. Let us
summarize our results from the previous sections to conclude with a proof of the
main result.

Proof of Theorem 6. Let (ξi,j)i6=j be the family of global vector fields from Con-
struction 36. Let i, j ∈ {1, . . . , P} with i 6= j. The coercivity condition (4b) imme-
diately follows from Lemma 37. The formula (4a) follows from the corresponding
local version (236) and the definition (244). Moreover, that ξi,j(x, t) = n̄i,j(x, t)
holds true for all t ∈ [0, T ] and x ∈ Īi,j(t) is a consequence of Lemma 35 iii) and
that (η1, . . . , ηN ) is a partition of unity on the network of interfaces of the strong
solution (see Lemma 34 i)).

Finally, let B be the global velocity field from Construction 38. The validity of
the equations (4c), (4d) and (4e) is then the content of Lemma 42. �

8. Existence of transported weights: Proof of Lemma 8

The aim of this section is to establish the existence of a family of transported
weights in the case of d = 2 and an underlying strong solution of multiphase mean
curvature flow.

Proof of Lemma 8. We again make use of the description of the network of inter-
faces of the strong solution in terms of its underlying topological features, namely
two-phase interfaces and triple junctions. Assume that there is a total ofN ∈ N such
topological features present. Recall then that we decomposed {1, . . . , N} =: C ·∪ P
with the convention that C enumerates the connected components in space-time of
the smooth two-phase interfaces and P enumerates the triple junctions. If p ∈ P,
we defined Tp to be the trajectory in space-time described by the triple junction.
If c ∈ C, we defined Tc ⊂ Īi,j for some i, j ∈ {1, . . . , P} with i 6= j to be the
corresponding space-time connected component of a two-phase interface Īi,j . We
further write c ∼ p for c ∈ C and p ∈ P if and only if Tc has an endpoint at Tp.

Let now rP and r̄min be the localization scales from (190) and (191). We then
choose a large-scale cutoff R > 0 such that for all t ∈ [0, T ] a suitable neighborhood
of the network of interfaces at time t is compactly supported in the ball BR(0):⋃

p∈P
BrP (Tp(t)) ∪

( ⋃
c∈C

imr̄min(ΨTc)(t) \
⋃
p∈P

BrP (Tp(t))
)
⊂⊂ BR(0),(279)

where we abbreviated imr̄min(ΨTc)(t) := ΨTc(Tc(t)×{t}×[−r̄min, r̄min]) for t ∈ [0, T ],
and where ΨTc refers to the restriction of the diffeomorphism (56) to Tc (assum-
ing Tc ⊂ Īi,j).
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The idea for the proof is to construct in the first part a family of weight functions

(ϑ̂i)i∈{1,...,P} which satisfies all the requirements of Definition 4 but violates the

integrability condition ϑ̂i ∈ L1
x,t(R2× [0, T ]). To overcome the integrability issue at

the end of the proof, we introduce a smooth and concave function κ : [0,∞)→ [0, 1]
such that κ(r) = 1 for r ≥ 1, κ′(r) ∈ (0, 2) for r ∈ (0, 1) and κ(0) = 0. Note that κ
represents an upper concave approximation of r 7→ r∧ 1 on the interval [0,∞). We
next define an integrable weight ηR ∈W 1,∞

x (R2) ∩W 1,1
x (R2) by means of

ηR(x) := κ(exp(R− |x|)), x ∈ R2,(280)

whose spatial gradient is now subject to the following convenient estimate

|∇ηR| ≤ C|ηR| in R2.(281)

We will then define ϑi := ηRϑ̂i, and verify in a second part that all the requirements
of Definition 4 are indeed satisfied for this choice of weight functions.

Step 1: Construction of (ϑ̂i)i∈{1,...,P}. Let ϑ : R → R be a truncation of the

identity with ϑ(r) = r for |r| ≤ 1
2 , ϑ(r) = −1 for r ≤ −1, ϑ(r) = 1 for r ≥ 1,

0 ≤ ϑ′ ≤ 2 as well as |ϑ′′| ≤ C. Fix i ∈ {1, . . . , P}. For purely technical reasons
(similar to the one described in Step 3, Proof of Lemma 34), we need to introduce
another constant δ ∈ (0, 1] which will be determined in the course of the proof
(depending only on the surface tensions associated with the strong solution).

We start with the definition of ϑ̂i away from the (relevant part of the) network
of interfaces. To this end, we define subsets Pi ⊂ P and Ci ⊂ C which collect
those triple junctions and two-phase interfaces for which the phase i is present,
respectively. We then define for all t ∈ [0, T ]

ϑ̂i(·, t) := −1(282)

in Ω̄i(t) \
⋃
p∈Pi

BrP (Tp(t)) ∪
( ⋃
c∈Ci

imr̄min(ΨTc)(t) \
⋃
p∈Pi

BrP (Tp(t))
)
,

ϑ̂i(·, t) := 1(283)

in
(
R2 \ Ω̄i(t)

)
\
⋃
p∈Pi

BrP (Tp(t)) ∪
( ⋃
c∈Ci

imr̄min(ΨTc)(t) \
⋃
p∈Pi

BrP (Tp(t))
)
.

By the definitions (190) and (191) of the scales rP and r̄min, we may provide the

further construction of ϑ̂i separately within imr̄min
(ΨTc)(t) \

⋃
p∈Pi

BrP (Tp(t)) for

each c ∈ Ci and within BrP (Tp(t)) for each p ∈ Pi, respectively.
For each c ∈ Ci, and assuming for notational concreteness that Tc ⊂ Īi,j for

some j ∈ {1 . . . , P} \ {i}, we simply define for all t ∈ [0, T ]

ϑ̂i(·, t) := ϑ
(si,j(·, t)
δr̄min

)
, in imr̄min

(ΨTc)(t) \
⋃
p∈Pi

BrP (Tp(t)),(284)

where the signed distance si,j was introduced in (58).
Now, consider a triple junction p ∈ Pi. We assume that the pairwise distinct

phases present at Tp are given by i, j, k ∈ {1, . . . , P}. Recall from Definition 24 that
BrP (Tp) decomposes into six wedges. Three of them, namely the interface wedges
Wi,j , Wj,k resp. Wk,i, contain the interfaces Tci,j , Tcj,k resp. Tck,i

. The other three

are interpolation wedges denoted by Wi, Wj resp.Wk. For the definition of ϑ̂i on the
latter wedges, we rely on the interpolation parameter built in Lemma 32. To clarify
the direction of interpolation, i.e., on which boundary of the interpolation wedge
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the corresponding interpolation function is equal to one or zero, we make use of the
following notational convention. For the interpolation wedge Wi, say, we denote

by λj,ki the interpolation function as built in Lemma 32 and which interpolates
from j to k in the sense that it is equal to one on (∂Wi,j ∩ ∂Wi) \ Tp and which

vanishes on (∂Wk,i ∩ ∂Wi) \ Tp. We also define λk,ji := 1− λj,ki which interpolates
on Wi in the opposite direction from k to j. Analogously, one introduces the
interpolation functions on the other interpolation wedges.

We now define the weight function ϑ̂i for all t ∈ [0, T ] on the ball BrP (Tp(t)) as
follows:

ϑ̂i(·, t) := ϑ
(si,j(·, t)
δr̄min

)
, in Wi,j(t) ∩BrP (Tp(t)),(285)

and analogously on the interface wedge Wi,k, whereas we interpolate on the inter-
polation wedge Wi by means of

ϑ̂i(·, t) := λj,ki (·, t)ϑ
(si,j(·, t)
δr̄min

)
+ λk,ji (·, t)ϑ

(si,k(·, t)
δr̄min

)
, in Wi(t) ∩BrP (Tp(t)).

(286)

Furthermore, we define

ϑ̂i(·, t) := ϑ
(dist(·, Tp(t))

δr̄min

)
, in Wj,k(t) ∩BrP (Tp(t)),(287)

whereas we again interpolate on the interpolation wedge Wj via

ϑ̂i(·, t) := λk,ij (·, t)ϑ
(dist(·, Tp(t))

δr̄min

)
+ λi,kj (·, t)ϑ

(si,j(·, t)
δr̄min

)
, in Wj(t) ∩BrP (Tp(t)),

(288)

and analogously for the interpolation wedge Wk.

Step 2: Regularity of (ϑ̂i)i∈{1,...,P}. First of all, it is immediate from the above
definitions (282)–(288) that the coercivity properties of Definition 4 hold true as
required. Choosing δ ∈ (0, 1] as in Step 3, Proof of Lemma 34, ensures that the
definitions (285)–(288) close to triple junctions are compatible with the bulk defi-

nitions (282)–(283). In particular, the asserted regularity ϑ̂i ∈ W 1,∞
x,t (R2 × [0, T ])

for the auxiliary weight functions is now a consequence of the regularity (61) of the
signed distance functions as well as the controlled blowup (157) of the first-order
derivatives of the interpolation parameter. In terms of estimates, it holds

max
k=0,1

r̄kmin|∇kϑ̂i|+ r̄2
min|∂tϑ̂i| ≤ C in R2×[0, T ] \

⋃
p∈Pi

Tp,(289)

for a constant C > 0 which may depend on the strong solution Ω̄, but which is
independent of r̄min.

Step 3: Estimate for the advective derivatives of (ϑ̂i)i∈{1,...,P}. For a proof of

the bound (7) on the advective derivative with respect to the auxiliary weight ϑ̂i,
it suffices to work in the regions

⋃
c∈Ci imr̄min

(ΨTc)\
⋃
p∈Pi

⋃
t∈[0,T ]BrP (Tp(t))×{t}

and
⋃
p∈Pi

⋃
t∈[0,T ]BrP (Tp(t))×{t}, respectively. We in fact may argue separately

for each c ∈ Ci and each p ∈ Pi. The argument turns out to be almost analogous
to the one for the proof of (249); a connection which we will make precise in the
subsequent steps to avoid unnecessary repetition.

Substep 1: Estimate near ∂Ω̄i but away from triple junctions. Let c ∈ Ci, and

assume for concreteness that Tc ⊂ Īi,j . It follows from the definition (284) that ϑ̂i
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is a smooth function of the signed distance si,j throughout the space-time do-
main imr̄min(ΨTc) \

⋃
p∈Pi

⋃
t∈[0,T ]BrP (Tp(t))×{t}. Hence, due to (289) the other-

wise exact same argument guaranteeing (255) entails

|∂tϑ̂i + (B · ∇)ϑ̂i| ≤ Cr̄−2
min(r̄−1

min dist(·, Īi,j) ∧ 1) ≤ Cr̄−2
min|ϑ̂i|(290)

in imr̄min
(ΨTc)\

⋃
p∈Pi

⋃
t∈[0,T ]BrP (Tp(t))×{t}. The last inequality follows due to ϑ

being a truncation of unity.
Substep 2: Estimate at triple junction in interface wedges containing ∂Ω̄i. Con-

sider p ∈ Pi, and let c ∈ C such that c ∼ p and Tc ⊂ Īi,j . We provide the required
estimate in the interface wedge Wi,j(t) ∩ BrP (Tp(t)) for all t ∈ [0, T ]. In this case,

definition (285) applies so that ϑ̂ is again a smooth function of the signed dis-
tance si,j . Recalling (289), we may thus apply the argument in favor of (259) to
deduce again

|∂tϑ̂i + (B · ∇)ϑ̂i| ≤ Cr̄−2
min(r̄−1

min dist(·, Īi,j) ∧ 1) ≤ Cr̄−2
min|ϑ̂i|,(291)

this time throughout Wi,j(t) ∩BrP (Tp(t)) for all t ∈ [0, T ].
Substep 3: Estimate at triple junction in interface wedge not containing ∂Ω̄i.

Let p ∈ Pi, and let j, k ∈ {1, . . . , P} denote the other two distinct phases which are

present at Tp next to i. We aim to estimate the advective derivative of ϑ̂i in the
interface wedge Wj,k(t) ∩ BrP (Tp(t)) for all t ∈ [0, T ]. Note that thanks to (287),

the auxiliary weight ϑ̂i is a smooth function of the distance to the triple junction.
Hence, we may simply follow the argument resulting in (260) and obtain together
with (289) that

|∂tϑ̂i + (B · ∇)ϑ̂i| ≤ Cr̄−2
min(r̄−1

min dist(·, Tp) ∧ 1) ≤ Cr̄−2
min|ϑ̂i|(292)

in the region Wj,k(t) ∩BrP (Tp(t)) for all t ∈ [0, T ].
Substep 4: Estimate at triple junction in interpolation wedges. Let the notation

of Substep 3 in place. On the interpolation wedge Wi, the auxiliary weight is
defined by means of (286), i.e., one interpolates between two smooth functions of
the signed distances si,j and sk,i, respectively. Hence, we may estimate based on

the product rule, the estimate (265), the bound (289), the fact that λj,ki = 1−λk,ji ,
the argument establishing (264), and finally (90)

|∂tϑ̂i + (B · ∇)ϑ̂i| ≤ Cr̄−2
min

∣∣∣ϑ(si,j(·, t)
δr̄min

)
−ϑ
(sk,i(·, t)
δr̄min

)∣∣∣
+ Cr̄−2

minλ
j,k
i (r̄−1

min dist(·, Īi,j) ∧ 1)

+ Cr̄−2
minλ

k,j
i (r̄−1

min dist(·, Īk,i) ∧ 1)

≤ Cr̄−2
min(r̄−1

min dist(·, Tp) ∧ 1) + Cr̄−2
min|ϑ̂i| ≤ Cr̄

−2
min|ϑ̂i|(293)

throughout Wi(t) ∩ BrP (Tp(t)) for all t ∈ [0, T ]. In view of the definition (288)
and the argument for (260) (carefully noting that the latter is established also on
interpolation wedges), the otherwise same ingredients and computations employed
for the proof of (293) also imply

|∂tϑ̂i + (B · ∇)ϑ̂i| ≤ Cr̄−2
min|ϑ̂i|(294)

in Wj(t) ∩BrP (Tp(t)) for all t ∈ [0, T ].
Substep 5: Conclusion. In summary, the estimates (290)–(294) imply the as-

serted bound (7) for the advective derivative in terms of the auxiliary weights ϑ̂i.
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In particular, the family of auxiliary weights (ϑ̂i)i∈{1,...,P} satisfies all the required

properties of Definition 4 with the only exception being ϑ̂i ∈ L1
x,t(R2×[0, T ]).

Step 4: Construction and properties of ϑi. As already mentioned at the be-

ginning of the proof, we may now define ϑi := ηRϑ̂i for all i ∈ {1, . . . , P}. The
regularity and the required coercivity properties for ϑi are then immediate conse-
quences of its definition and the previous step. The estimate (7) on the advective
derivative also carries over since ηR is time-independent and by (281)

|ϑ̂i||(B · ∇)ηR| ≤ C|ϑi| in R2 × [0, T ],

so that the product rule together with the previous step implies (7) on the level of
the weight ϑi. This in turn concludes the proof of Lemma 8. �

9. Admissibility of a class of Read-Shockley type surface tensions

Finally, we provide the proof that the surface tensions given by the Read-
Shockely formulas (12) and (13) are admissible, as stated in Lemma 11. Here, we
are inspired by [24] and partly follow the general strategy of Theorem 5.5 in [24].
However, the situation is more complicated in our setting as our integrand is not
concave. In fact, f2 is strictly convex close to the origin.

Proof of Lemma 11. We first prove the embeddability for general surface tensions
σi,j coming from (12) with f satisfying the negativity condition (14). In the second
step, we then verify this negativity condition for the particular choice of the Read-
Shockley formula (13).

Step 1: Embeddability under negativity condition. To show the embaddability,
we prove the equivalent negative definiteness (11). To this end, we define the
symmetric bilinear form

Q(u) := −
ˆ π/4

−π/4
−
ˆ π/4

−π/4
f2(x− y)u(x)u(y) dxdy for u with −

ˆ π/4

−π/4
u(x) dx = 0,

where f is extended evenly to (−π/4, π/4) and periodically to (−π/2, π/2). De-
noting g := f2 and using the orthonormal system (e4ki)k∈Z, where i =

√
−1, by

Plancherel, we may write Q in Fourier space as

Q(u) =
∑
k∈Z

ĝk|ûk|2.

By assumption, for all k ∈ Z \ {0}, ĝk is a negative real number. In addition, we

have û0 = −́
π/4

−π/4 u(x) dx = 0. Hence, the weaker version zTQz ≤ 0 for all z ∈ Rd

with
∑P
j=1 zj = 0 follows from plugging in the measure

u(x) =

P∑
j=1

δx=θjzj .(295)

To obtain the strict inequality zTQz < 0, we will quantify this argument as
follows. First, we approximate u in (295) by

uN (x) =

P∑
j=1

FN (4(x− θj))zj ,
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where FN is the Féjer kernel. In other words, the k-th Fourier coefficient of uN is
given by

(̂uN )k =

{(
1− |k|N

)∑P
j=1 e

−4kθj izj , |k| < N

0, |k| ≥ N.

Since FN
∗
⇀ δ0 in the sense of measures, we have uN

∗
⇀ u as measures. Hence also

the product measure converges, uN (x) dx⊗uN (y) dy
∗
⇀ u( dx)⊗u( dy) as measures

on (−π/4, π/4)2. Therefore, since g = f2 is continuous,

lim
N→∞

Q(uN ) = Q(u) =

P∑
i,j=1

zif
2(θi − θj)zj = zTQz.

In order to conclude, we use the assumption on ĝk and (̂uN )0 =
∑P
j=1 zj = 0 to

obtain for any N larger than, say, 2P ,

Q(uN ) =
∑
|k|<N

ĝk

(
1− |k|

N

)2

|ûk|2

≤
P∑
k=1

ĝk

(
1− P

N

)2

|ûk|2 ≤ −
1

4

(
min

1≤k≤P
|ĝk|
) P∑
k=1

|ûk|2.

Now we observe that

ûk =

P∑
j=1

e−4kθj izj .

In other words, the P -vector (û1, . . . , ûP ) is given by the matrix-vector product
Mz, where M is a (P × P )-Vandermonde matrix with entries Mkj = (e−4θj i)k.
Then the claim follows from the fact that

|detM | =

∣∣∣∣∣∣
∏

1≤j<k≤P

(
e−4θj i − e−4θki

)∣∣∣∣∣∣ > 0,

where we have used our assumption θk 6= θj mod π
2 for k 6= j.

Step 2: Negativity condition ĝk < 0 for the Read-Shockley formula. Let us now
turn to the specific Read-Shockley profile (13). We aim to show that g = f2,
extended evenly from (0, π/4) to (−π/4, π/4), satisfies

ĝk is a negative real number for all k ∈ Z \ {0}.

Since g is even, ĝk ∈ R for all k, and by symmetry we only need to show

ĝk < 0 for all k = 1, 2, 3, . . . .

Two integrations by parts yield

ĝk =−
ˆ π/4

−π/4
g(x) cos(4kx) dx = 2

2

π

ˆ π/4

0

g(x) cos(4kx) dx

=
1

π

[
1

k
g(x) sin(4kx)− 1

4k2
g′(x) cos(4kx)

]π/4
x=0

− 1

4πk2

ˆ π/4

0

g′′(x) cos(4kx) dx.
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Since sin(0) = sin(nπ) = 0 and by assumption g′(0) = g′(0+) = limx→0 2f(x)f ′(x) =
0 and g′(π/4) = f(π/4)f ′(π/4) = 0, the boundary terms vanish and therefore
ĝk < 0 is equivalent to ˆ π/4

0

g′′(x) cos(4kx) dx > 0.

In case of the particular structure (13) of f , using the change of variable x 7→ θ∗x
this may be written as

(296) I(α) =

ˆ 1

0

(
log2(x) + log(x)− 1

)
cos(αx) dx > 0

for α = 4nθ∗, n = 1, 2, 3, ....
We will show that (296) in fact holds for all α > 0. Using the series representation

of the cosine and integrating by parts twice each term of the series in the integral
(296), we obtain the (absolutely convergent) series representation

I(α) =

∞∑
n=1

4n2 + 6n

(2n+ 1)2

(−1)n+1

(2n+ 1)!
α2n

=

∞∑
k=1

(
4(2k − 1)2 + 6(2k − 1)

(2(2k − 1) + 1)2
− 4(2k)2 − 6(2k)

(2(2k) + 1)2

α2

(4k + 1)4k

)
α4k−2

(4k − 1)!
.

As the map x 7→ 4x2+6x
(2x+1)2 is strictly decreasing for x ≥ 2, we have

∞∑
k=2

(
4(2k − 1)2 + 6(2k − 1)

2(2k − 1) + 1)2
− 4(2k)2 − 6(2k)

(2(2k) + 1)2

α2

(4k + 1)4k

)
α4k−2

(4k − 1)!
> 0

provided 0 < α2 ≤ 72. The remaining term for k = 1 can be seen to be strictly
positive provided 0 < α2 < 500

11 . Therefore, we proved I(α) > 0 under the condition

0 < α2 ≥ 45 < 500
11 .

Furthermore, it can be seen that the map α 7→
´ α

0
sin(t)
t dt is non-negative and

maximal when α = π. Consequently, for α ≥
√

45 we have the estimate

I(α) ≥ 1

α

(
−1−

ˆ π

0

sin(t)

t
dt+ 2

ˆ √45

0

1

x

ˆ x

0

sin(t)

t
dtdx

)
.

Numerical integration yields

I(α) ≥ 4

α
,

concluding the proof. �

Glossary of notation

d ≥ 2 ambient dimension

D open set

∂tv distributional partial derivative w.r.t. time
of v : D × [0, T )→ Rd

∇v distributional partial derivative w.r.t. space, (∇v)i,j = ∂jvi

C∞cpt(D) space of compactly supported and infinitely
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differentiable functions on D

CltC
k
x(U) space of functions on U ⊂ Rd×[0, T ] with continuous

and bounded partial derivatives ∂l
′

t ∂
k′

x , 0 ≤ l′ ≤ l, 0 ≤ k′ ≤ k.

u⊗ v tensor product of u, v ∈ Rd, (u⊗ v)i,j = uivj

A : B
∑
i,j AijBij , scalar product of tensors

Ld d-dimensional Lebesgue measure

Hk k-dimensional Hausdorff measure on Rd for k ∈ [0, d]

Lp(Ω, µ) Lebesgue space w.r.t. to a measure µ on Ω ⊂ Rd for p ∈ [1,∞]

Lp(D) Lebesgue space w.r.t. Lebesgue measure

Lp(D;Rd) Lebesgue space for vector valued functions

Lp([0, T ];X) Bochner–Lebesgue space for a Banach space X and T ∈ (0,∞)

W k,p(D) Sobolev spaces with p ∈ [1,∞) and k ∈ N

BV (D) Functions of bounded variation [4] on Lipschitz domain D ⊂ Rd

∂∗Ω reduced boundary of a set of finite perimeter Ω ⊂ D

n = − ∇χΩ

|∇χΩ| outward pointing unit normal vector field along ∂∗Ω

si,j signed distance function to Īi,j with ∇si,j = n̄i,j

dist(·, A) distance function Rd×[0, T ] 3 (x, t) 7→ dist(x,A(t)) for a domain
A =

⋃
t∈[0,T ]A(t)×{t}, A(t) ⊂ Rd, t ∈ [0, T ].

P ≥ 2 number of phases

Ωi region occupied by phase i = 1, . . . , P in weak solutions

χi characteristic function of Ωi

Ii,j interface between phases Ωi and Ωj

ni,j unit normal vectors along Ii,j pointing from phase i to phase j

Vi normal velocity of Ii,j with Vi > 0 for expanding Ωi, see (17b)

Ω̄i, χ̄i, . . . corresponding quantities of the strong solution

Hi,j mean curvature vector of Īi,j

Hi,j scalar mean curvature of Īi,j given by
Hi,j · n̄i,j = −∇tan · n̄i,j = −∆si,j

si,j signed distance function to Īi,j with ∇si,j = n̄i,j

J =
(

0 −1
1 0

)
counter-clockwise rotation by 90◦

τ̄i,j tangent vector along Īi,j given by J−1n̄i,j

O(·) Landau symbol, implicit constant only depends on strong solution
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stochastic noise. Ann. Inst. H. Poincaré Anal. Non Linéaire, 21(1):1–23, 2004.

[51] S. Stuvard and Y. Tonegawa. On the existence of canonical multi–phase Brakke flows. In

preparation, 2021.



104 JULIAN FISCHER, SEBASTIAN HENSEL, TIM LAUX, AND THERESA M. SIMON

Institute of Science and Technology Austria (IST Austria), Am Campus 1, 3400

Klosterneuburg, Austria

Email address: julian.fischer@ist.ac.at

Institute of Science and Technology Austria (IST Austria), Am Campus 1, 3400

Klosterneuburg, Austria
Email address: sebastian.hensel@ist.ac.at

Current address: Hausdorff Center for Mathematics, Universität Bonn, Endenicher Allee 62,

53115 Bonn, Germany (sebastian.hensel@hcm.uni-bonn.de)

Hausdorff Center for Mathematics, Universität Bonn, Endenicher Alllee 62, 53115

Bonn, Germany
Email address: tim.laux@hcm.uni-bonn.de

Institut für angewandte Mathematik, Universität Bonn, Endenicher Allee 60, 53115

Bonn, Germany
Email address: simon@iam.uni-bonn.de


	1. Introduction
	1.1. Multiphase mean curvature flow
	1.2. The uniqueness properties of multiphase mean curvature flow
	1.3. Classical calibrations and gradient flow calibrations

	2. Main results
	2.1. Weak-strong uniqueness principle
	2.2. Calibrations and inclusion principle
	2.3. Gradient flow calibrations for regular networks
	2.4. Basic definitions
	2.5. Relative entropy inequality
	2.6. Weak-strong uniqueness and stability of varifold-BV solutions
	2.7. Structure of the paper

	3. Outline of the strategy
	3.1. Idea of proof for a smooth interface
	3.2. Idea of proof for a triple junction

	4. Stability of calibrated flows
	4.1. Relative entropy inequality: Proof of Proposition 17
	4.2. Quantitative inclusion principle: Proof of Theorem 3
	4.3. Conditional weak-strong uniqueness: Proof of Proposition 5
	4.4. Weak-strong uniqueness and stability for varifold-BV solutions

	5. Gradient flow calibrations at a smooth manifold
	6. Gradient flow calibrations at a triple junction
	6.1. Construction close to individual interfaces
	6.2. Gluing construction by interpolation
	6.3. Local compatibility estimates

	7. Gradient flow calibrations for a regular network
	7.1. Localization of topological features
	7.2. Global construction of the calibration
	7.3. Global compatibility estimates
	7.4. Approximate transport and mean curvature flow equations
	7.5. Existence of gradient flow calibrations: Proof of Theorem 6

	8. Existence of transported weights: Proof of Lemma 8
	9. Admissibility of a class of Read-Shockley type surface tensions
	Glossary of notation
	References

